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ABSTRACT

CHARACTERIZATION OF SOLID STATE DEFECT SYSTEMS FOR QUANTUM
COMPUTING, COMMUNICATION, AND SENSING

Stanley A. Breitweiser

Lee C. Bassett

Solid state defects have emerged as a leading candidate for platforms in quantum comput-
ing, communication, and sensing. The electronic spins localized around these defects have
many advantages such as room temperature coherence, spin dependent optical transitions
which enable visible-wavelength initialization and readout, and resonant frequencies compat-
ible with widely available off-the-shelf microwave hardware. Furthermore, the nuclear spins
coupled to these electronic spins provide additional quantum registers which can be used as
long-lived memories, ancilla qubits to enhance sensing and communication schemes based on
the electronic spin, or for general purpose computation. However, unlike systems which are
all identical, such as trapped atoms, or systems which are man-made, such as superconduct-
ing circuits, the formation and structure of defects, as well as their coupled nuclear spins,
is stochastic and difficult to model using ab initio methods. This thesis focuses on methods
to efficiently and precisely characterize the properties of these systems. After presenting
sufficient background for a general scientific audience, a method is outlined for robustly and
efficiently quantifying the optical properties of defect-based emitters, even if the emitters are
heterogeneous. We show how this method can be used to study treatment effects in novel
systems, such as hexagonal Boron Nitride (hBN), where a new class of defect-based emitters
has been identified but proven difficult to characterize - largely due to the widely varying

optical properties of emitters which are believed to arise from the same defect. We then



describe the infrastructure developed within the laboratory to generate, run, and simulate
the results of experiments such as those used in the remainder of the thesis. This is followed
by an explanation of some of the state of the art techniques used to identify, control, and
map the nuclear spins coupled to an electronic spin within a defect system. We then show
how these techniques can be expanded to precisely measure the Hamiltonian parameters of
a single nuclear spin - which opens the door to a new era where individual nuclear spins can
be used to measure their environment and reveal information about the local molecular and
crystal structure. Finally, this thesis concludes with a brief discussion of the ongoing work

and future directions inspired by the ideas and work presented in this thesis.
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CHAPTER 1

QUANTUM SYSTEMS AND THEIR APPLICATIONS



1.1. Introduction

At the turn of the 20th century, the theory of quantum mechanics was demonstrated to
replicate the behavior of light and atomic systems, resolving several long standing problems
in physics. [1, 2] Bell’s theorem later proved that quantum mechanics was fundamentally
incompatible with any local, deterministic classical theory. [3] The departure from classical
mechanics, which accurately described natural phenomena at most scales probed by exper-
iments until then, as well as relativistic mechanics, which was later shown to accurately
describe the behavior of bodies in space, has remained a mystery of both philosophy and

science.

However, quantum mechanics can be used to understand any system which obeys a few basic
mathematical postulates.[4] Among these are superposition, coherent evolution, and measure-
ment. In finite systems, which we are primarily concerned with here, superposition posits

that any system with discrete states |0), 1), |2), ... can be exist in a complex combination

) =col0) +er 1) +ca2) + .. st D ol =1 (1.1)

Coherent evolution posits that states evolve according to Schréodinger’s equation

H g = ih ' i) (1.2

where H is a Hermitian operator known as the Hamiltonian and 7 is a fundamental constant
known as the reduced Planck’s constant. (Henceforth we will use units such that A = 1 for
simplicity). Measurement posits that upon measuring any observable A, described math-
ematically as a Hermitian operator A = . A, |a;) (a;| where (a;|a;) = d;;, each eigenstate

la;) is measured with probability given by the square of its overlap with the state being



measured, P(|a;)) = [(a;|¢)|?, and after the measurement the state is left in the eigenstate

it was measured to be in.

While these systems have long been believed to be difficult to simulate classically, it was
separately proposed by Yuri Manin in 1980 and Richard Feynman in 1982 that these sys-
tems might therefore be used to model other systems, both classical and quantum, which
are themselves difficult to simulate. [5, 6, 7| This led to the field of quantum computing,
whereby quantum systems are used for useful computations, and the related field of quan-
tum networking, where quantum information is transmitted long distances for computation
or other uses. Another related field, known as quantum sensing, has also become of interest
- where the quantum properties of a system may be used to gain additional information
about the local fields and environment surrounding the system. Each application poses its

own slightly different requirements, which we shall explore now.

1.2. Quantum Applications and Requirements

In this section, we consider three of the most promising applications for quantum systems:
quantum computation, quantum communication, and quantum sensing. All of these fields
seek to take advantage of the unique properties of quantum systems described above to
gain an advantage over systems characterized by classical mechanics. However, many of
the properties of quantum systems that make them useful also make them difficult to work
with. Superposition states are often quite unstable due to incoherent evolution which is
introduced into the system by interactions with external degrees of freedom and eventually
returns systems to a quasi-classical mixed state. Measurements of quantum systems are often
difficult to implement, and since they collapse the quantum superposition many experiments
are required to observe the distribution of measurement outcomes. For each of the three
quantum applications described above, we give examples of the potential uses and explain

what properties each application requires from the underlying quantum system,



1.2.1. Quantum Computing

In quantum computing, an initial state |¢);) is coherently evolved to a final state i) ac-
cording to some predetermined algorithm. Typically the algorithm is expressed as a series

of unitary operators U;, known as gates, which are sequentially applied to the state

W) = UnUn-1...Ug [¥hi) . (1.3)

In analogy with classical computation, these operations can perform useful information pro-
cessing. In fact, for many known problems such as integer factorization|8|, database searching
[9], and simulating other quantum systems[10]|, quantum algorithms have been shown to ex-
ponentially outperform the fastest known classical algorithms. For a thorough introduction
to quantum computation, we point the interested reader to the seminal text by Nielsen and
Chuang [4]. The requirements for a system to be used as a quantum computer are well

captured by the Divincenzo Criteria, proposed by David Divincenzo in 2000. [11] These are

e A scalable physical system with well characterized qubits

The ability to initialize the state of the qubits to a simple fiducial state, such as |000...)

Long relevant decoherence times, much longer than the gate operation time

e A “universal” set of quantum gates

A qubit-specific measurement capability

Each one of these requirements is simple to describe, but requires a complex union of science,
technology, and engineering to realize. Any general purpose quantum computing architecture

will need to address all five.



1.2.2. Communication

While quantum computations generally assume entirely local operations, another class of
quantum applications concerns quantum information which is shared or distributed across
large distances. Such quantum communication enables provably secure key distribution
across long distances|[12], "blind" quantum computation where quantum algorithms can
be run remotely without compromising security[13, 14|, as well as quantum teleportation
- whereby quantum information can be quickly transmitted over long distances using en-
tanglement and classical communication [15, 16, 17]. In addition to the five requirements

described above, DiVicenzo laid out two additional requirements for quantum networking|11]
e The ability to interconvert stationary and flying qubits
e The ability faithfully to transmit flying qubits between specified locations

While quantum communication platforms require the original five DiVincenzo criteria for
quantum computing, sometimes a tradeoff in one of these areas for an improvement in
the two additional communication criteria is advantageous. For example, many quantum
computation platforms do not have a straightforward way to move computational qubits from
one location to another, and rely on potentially inefficient processes to coherently convert
the qubit states to some form of electromagnetic signal. Visible and near-IR photonic signals
are of particular interest, as they have low attenuation rates in existing optical fibers, but
can require inefficient upconversion from the microwave signals obtained from some qubit
architectures. Since many quantum communication algorithms do not require long gate
sequences, slower and less efficient gates may be acceptable in exchange for better conversion

and transmission of quantum information into photonic signals.



1.2.3. Quantum Sensing

Quantum sensing seeks to use the intrinsic sensitivity of quantum systems to measure lo-
cal fields.[18] Quantum systems have already been shown to detect magnetic[19, 20] and
electric|20] fields, as well as temperature|21, 22, 23|, pressure[24], and even gravity|25, 26]
and rotation[27]. In addition to offering a highly sensitive measurement of local fields, the
use of quantum entanglement between many qubits enables more accurate measurements,
lowering the detection limit and increasing the precision of sensing.[28, 29, 30] While many
requirements for quantum sensing are similar to those for quantum computing, paradoxically
we want our qubit systems to be sensitive to the local field we are trying to measure. This
is counter-intuitive because normally we look for qubits which are insensitive to external
fields, as they can lead to spectral drift and decoherence which destroys the quantum state.
However, we can either find qubits which are only sensitive to the specific fields we are try-
ing to measure, or we may engineer and operate our qubits in a way that enhances their
sensitivity to the fields we want to measure while simultaneously causing them to become
insensitive to other fields. Similar to quantum communication, some of the requirements for
general purpose quantum computation may be relaxed. Again, long sequences of arbitrary
gates are not strictly required - although we will see later on how they might be used to
improve our measurements. However, one non-trivial requirement for quantum sensing is
the ability to locate the quantum system close to the fields we want to measure. This is not
always as simple as it might sound - since often quantum systems require low temperatures,
high vacuums, and/or strong electromagnetic shielding to maintain long decoherence and

relaxation times.

1.3. Quantum Architectures

While many architectures have been proposed for quantum technology applications, and

many more will certainly be explored in the coming years, a few have emerged as leading



candidates - each with their own benefits and drawbacks. Among these are platforms based
on atomic systems, superconducting circuits, and the spins of subatomic particles. Here
we look at a few of these systems with the goal of comparing their advantages and disad-
vantages with respect to the criteria discussed above. For a more complete and relatively
accessible - albeit somewhat outdated - overview of quantum computing platforms, we direct

the interested reader to [31].
1.3.1. Atomic Systems

Broadly speaking, quantum systems of this type are based on individual atoms or small
molecules. Because each atom is identical and the transitions are well understood, a qubit
can be chosen from two levels with favorable properties - generally the ground state and some
excited state - and controlled used resonant lasers. [31] One version of such a system uses ions
trapped by oscillating electric fields under vacuum, which are then cooled and manipulated
using lasers. [32] Laser-controlled harmonic modes couple ions in the same trap and give rise
to intrinsic two-qubits gates, even between distant ions. Another version used neutral atoms
trapped by lasers into optical lattices|33], with two qubit gates induced by bringing nearby
atoms together to cause exchange interactions.[34] While trapping and controlling the atoms
can be labor intensive and requires specialized equipment, the resulting qubits have many
favorable properties for quantum computation. Decoherence times are long and gates, as well
as readout and initialization, have very high fidelities. Because of this, systems of ultracold
atoms have pioneered the field of quantum simulations|35], where one quantum systems is
used to simulate the physics of another, and are among the most advanced platforms for
quantum computation.|36] However, there are fundamental limits to the number of qubits
that can be efficiently trapped in a single trap or optical lattice.|31] Current efforts are under
way to explore how to shuttle ions in between traps|37| or transmit information between traps

using photonic interactions|38] to enable larger computers based on this technology, as well



as to miniaturize the platform.

Atomic systems can also detect magnetic fields by measuring the induced Zeeman splitting,
which changes the Larmor precession frequency of different spin states. [19] Magnetometers
based on atomic vapors have displayed among the highest sensitivities due to their excep-
tional coherence times and well understood Hamiltonians|39|, and have even been used to
measure nerve activity.[40] However, the use of such magnetometers in situ is not immedi-

ately straightforward, as they require carefully controlled environments to operate.[18|
1.3.2. Superconducting Circuits

Qubits can also be built using the charge[41, 42, 43|, flux[44, 45, 46|, or phase|47| state
of a superconducting circuit. Josephson junctions are used as non-linear elements to sepa-
rate the transitions, and the qubit is defined between the ground and lowest excited states.
Microwaves are used to both control and readout the qubits, and initialization can be per-
formed using either thermal cooling or microwave-assisted techniques. Since there is no
resistance below the critical temperature, these states can persist for long times relative to
the fast microwave control used for gates. The processes used to construct these devices
are broadly compatible with existing semiconductor fabrication techniques, and since the
transition frequencies can be tuned by the device parameters they can be chosen to be com-
patible with widely available off-the-shelf hardware and resistant to sources of decoherence

and relaxation.|[31]

The largest modern quantum computers are universally based on superconducting circuits|48,
49|, and they have continued to scale at a rapid pace. However, these qubits face their own
limitations. Since the circuit dimensions (typically ~ 100 um) are set by the desired tran-
sition frequencies (=~ 5 GHz) and noise considerations, only a limited number can be placed

on a chip small enough to fit into the dilution refrigerators required to achieve supercon-



ducting temperatures and avoid thermal excitations. Furthermore, the host materials must
be strictly controlled to prevent Two-Level Systems and other defects from interacting with
the qubits and causing decoherence or relaxation.[31] Finally, due to the semi-stochastic na-
ture of the fabrication process, some superconducting architectures face scaling issues due to
the steep combinatorial growth of frequency collision probabilities as the number of qubits

increases.

For quantum sensing applications, among the most sensitive and widely-used magnetometers
are those based on Superconducting Quantum Interference Devices (SQUIDs)[50, 51, 52].
SQUIDs take advantage of the relationship between the magnetic field flux, superconducting
phase, and current of a superconducting circuit containing one or more Josephson junctions
to measure the external magnetic field. Their fast acquisition times and high sensitivities
have found use in an array of biological and chemical applications. However, once again
the size of the devices is limited by the desired transition frequencies, and therefore fields
can only be measured with a spatial resolution equivalent to the size of the devices.[18]
Recent efforts have focused on shrinking the size of SQUID based sensors below 1 pum to
further improve their spatial resolution.[53, 54] Still, the requirement to cool the devices to

cryogenic temperatures limits their application, especially n vivo.
1.3.3. Subatomic Spins

Qubits of this type are defined by the spin of individual or small collections of electrons
and /or nuclei. One such architecture is based on electrons trapped within semiconductor
heterostructures by gate-defined quantum dots. Individual electron spins can be initialized
and read out by manipulating gate voltages to induce spin-dependent charge transport and
controlled by microwave signals. Two-qubit gates can be implemented by a gate-controlled
exchange interaction between nearby spins. Because the underlying technology is similar to

existing transistor platforms used in classical computers, this platform has a clear path to



scalability. However, the devices are still difficult to fabricate and sensitive to charge noise,

and further research is still needed to improve yields.

Another version of such an architecture is based on subatomic spins trapped within the
atomic structure of materials. Among the first quantum computers were those based on
ensembles of nuclear spins within liquid molecules.|55, 56, 57| The nuclear spins can be
controlled using radio frequency signals, with qubits defined by the collective spin state of
ensembles of nuclei at specific atomic sites within the identical molecules. Each qubit has a
unique resonant frequency due to the local field environment caused by the molecular struc-
ture, and therefore qubits can be addressed and read out individually. While initialization
relied on thermal alignment of the spins, and the readout signal from each nucleus was small,
sufficient signal could be obtained due to the large number of nuclei in any macroscopic size
sample. However, these systems suffered from rapid decoherence due to the interactions
with other degrees of freedom within the lattice. This led to the development of control
techniques, known as dynamical decoupling, which would isolate the nuclei from the effects
of the environment. [58, 59, 60| Later proposals extended this to focus on nuclear spins in

bulk semiconductors, with readout mediated by coupled electronic spins. [61]

As optical and microwave equipment improved and became more accessible, and further work
done on the materials synthesis, attention turned to individual defects within semiconductors,
such as the Nitrogen-Vacancy (NV) center in diamond.|62] These defects can host electronic
degrees of freedom with spin-dependent optical transitions, offering a path to initialize and
readout individual subatomic spin states using confocal microscopy techniques.|63| Spin lev-
els are split by an external magnetic field and can be controlled using microwaves.|64] By
leveraging the ever-improving control over materials growth and treatment, as well as using
dynamical decoupling techniques, relaxation and decoherence times many orders of magni-

tude longer than control times are easily achievable, even at room temperature. Additional
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qubits, which can be used as ancilla, long-lived memories, or for general computation, are
provided by nuclear spins coupled to the electronic spin, which display even longer relaxation
and decoherence times due to their weak intrinsic coupling mechanisms. These spins can be

initialized, controlled, and read out using their strong coupling to the electron spin.|65]

Solid state defect systems have attracted particular interest for applications in quantum
communication and sensing. For quantum communication applications, the intrinsic mech-
anism for converting qubits into visible wavelength photonic signals precludes the need for
inefficient up-conversion processes, and nuclear spins offer long-lived registers capable of
storing information and implementing rudimentary error correction schemes. Many exper-
iments demonstrating long range entanglement|66, 67| and proposals for quantum repeater
networks|[68] have been based on solid state defects. Since defect systems often do not require
strong vacuums or low temperatures and can be coupled to free-space optics, they are often
advantageous for quantum sensing as they can easily be located next to systems of interest
with little or no disruption. The quantum states are localized to a few atomic sites and there-
fore offer an unparalleled degree of localization, and furthermore are generally protected from
the environment by their host material. Sensors based on these technologies have already
been used to create highly-sensitive, highly localized sensors of magnetic|69, 70, 71, 72| and
electric|73| fields and temperature[22|, and been demonstrated to collect signals from very
small material samples|74, 75]. They have also been demonstrated in living cells|76] and as
simultaneous 2D sensors [77]. Furthermore the coupled nuclear spins can be used to improve
the sensitivity of local field measurements, and the variety of host material systems offers a

plethora of form factors and properties for different applications.|78, 18]

However, these systems are not without their drawbacks. The formation of defects is stochas-
tic and not always well understood. Furthermore, the intrinsic charge, spin, and optical

dynamics of the system must be carefully characterized before they can be used for appli-
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cations. While ab initio methods can give some insights, often the only way to gain reliable
information about the system is through experimental methods. The remainder of this thesis
concerns the physics of these defect systems, with a focus on characterizing and controlling
their properties for use in quantum technologies such as communication and sensing. While
we study a few particular examples, the insights and techniques are broadly applicable to a

wide class of systems with similar Hamiltonians.
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CHAPTER 2

SOLID STATE SPIN DEFECTS
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Solid state materials can host a variety of point defects, where the chemical makeup is altered
in a finite (zero-dimensional) region of the crystal lattice. These defects can be formed from
vacancies (where an atom is missing), substitutions (where an atom is replaced with an
atom of another type), interstitial defects (where an atom is located within a region that
should be empty), or any combination of these. If the host material is a semiconductor, with
a finite bandgap between the conduction and valence bands, these defects can host local
electronic states with well-defined charge, spin, and orbital properties. Similar to atomic
systems, defects of the same type are always identical and, in materials with sufficiently low
defect densities, defects can be isolated and addressed optically using confocal microscopy
techniques. However, unlike isolated atomic systems, these defects also interact with other
defects and the host lattice - which is the source of both many advantageous properties
and challenges for quantum applications. In this chapter we explore an important and well
characterized example for these systems - the Nitrogen-Vacancy (NV) center in diamond. We
conclude by highlighting the important properties of this system, as well as the drawbacks
that must be overcome, and how they might inform our exploration of new materials for

similar defects.
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2.1. The Nitrogen-Vacancy Center in Diamond

a m =1 b 532nm laser
M= 0 o ——
g Ié,\\ fast steering dichroic
™ mirror i
('?) w mirror
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O 3 af
Al system
m==1 4
s —
M= 0 — sample

wv

Figure 2.1: (a) The electronic level structure of a room temperature negatively charged NV
center. A triplet ground state couples to an effective triplet excited state through a radiative
transition with a ZPL of 637 nm, which can be excited through shorter wavelength light and
spontaneously decays. A spin-dependent inter-system crossing allows the excited state to
decay to a singlet state through a non-radiative transition that is more likely if the electron
spin started in an mg = +1 state. A further IR decay into another singlet state followed by
another non-radiative transition brings the electron back to the triplet ground state, with
the original spin information having been lost. (b) A simplified diagram of a typical confocal
microscopy setup used to initialize and readout individual NV centers in diamond. 532 nm
laser light is steered using a fast steering mirror (FSM) and focused onto a single NV center.
Red light emitted by spontaneous decay from the excited state of the NV center is collected
using the same optics and sent to a Single-Photon Detector (SPD) using a low-pass dichroic
mirror to separate it from the laser path. (Inset) Optical image of a typical bulk diamond
sample. A Solid-Immersion Lens (SIL, shadowed disk) is milled out of the diamond on top
of an NV center to improve the optical collection efficiency. A circular antenna (blue w/
outline) is fabricated around the SIL to deliver strong microwave fields to control the NV
electronic spin. Red scale bar indicates approximately 10 um.

The Nitrogen-Vacancy (NV) center in diamond is formed from a substitutional Nitrogen
next to a vacant site within the Carbon lattice. While it is found in naturally occurring and
Chemical Vapor Deposition (CVD) grown diamond, it can also be created through a process
using ion implantation or radiation followed by annealing. [79] Multiple charge states are

possible; however, the negatively charged (NV™) state is the most common and of particular
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interest in the samples studied for quantum applications. In this charge state, six electrons
(three from neighboring Carbons, two from the Nitrogen, and one captured from elsewhere
in the lattice) combine to form an isolated state space deep within the band gap. Henceforth
we simply refer to this charge state as an NV center, except in cases where giving the charge
state explicitly is necessary for clarity. Here we give a brief overview of the relevant properties
of the NV center pertinent to the remainder of this thesis. For a more complete treatment

of the NV center, we point the interested reader to [80].

The room temperature level structure of the NV center is shown in Fig. 2.1(a). A triplet
(spin-1) electronic ground state is separated by 1.945 eV from an effective spin-1 excited state
arising from fast mixing within the larger excited orbital state space. In both of these, the
spin states with Z projection mg = 0 lie below those with m; = 41 at zero magnetic field due
to a strong quadrupolar splitting, which is believed to arise from the spin-spin interaction
of the individual electrons forming the state. Direct transitions between the ground and
excited states preserve the electronic spin and are mediated by a combination of photons
and phonons, with only a few % of the spontaneous emission being into the 637 nm Zero
Phonon Line (ZPL). Between these states lie two singlet (spin-0) states, separated by 1.19 eV
(1042nm). Non-radiative transitions between the triplet and singlet manifolds, called the
inter-system crossing (ISC), are spin dependent. While the exact rates for each branch of
the inter-system crossing are not accurately known, triplet states with my, = +1 are more
likely to decay through the ISC, while singlet states may decay into any of the ground level

spin states.

Fig. 2.1(b) shows a simplified view of a typical setup used for bulk samples. Laser light
above the ZPL (typically 532nm in the case of NV centers) is steered using a Fast Steering
Mirror (FSM) and focused onto the sample such that it illuminates only a single defect.

Light emitted by the defect, which is red shifted to or below the ZPL, is collected by the
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same optics, and then separated from the excitation pathway using a low-pass dichroic mirror
and enters a Single Photon Detector (SPD) used for measurement. A Solid Immersion Lens
(SIL), shown in the inset, is milled out of the diamond surface above an NV of interest
and used to improve collection efficiency. A circular antenna is deposited onto the diamond
surface around the NV /SIL and connected to an external source of microwaves to enable fast
control of the spin state. More details about the specific equipment used in our experiments

are given in Section 4.1.

2.2. Initialization and Readout of the Electronic Spin

By illuminating the NV with 532 nm light, the electronic ground state is stimulated into the
excited state. If the electron started in m, = 0, it will maintain that spin state and will most
likely return to the ground state directly without changing spin. However, if the electron
started in mg = +£1, it is likely to undergo the ISC transition through the singlet states, and
might return to ground state with an m, = 0 spin projection. By repeatedly exciting the
ground state with continuous illumination, the spin state will most likely eventually end in

the m, = 0 state, with a typical equilibrium purity of > 90 %.

Readout of the spin state can also be achieved with 532 nm illumination. Since states with
ms = +1 are more likely to decay through the ISC after excitation, they will emit less visible
light on average after many repetitions. However, this contrast is limited by the ISC rates
and the collection efficiency of the optical path, and since repeated illumination re-initializes
the spin state there is a limit to how much signal can be gained from a single measurement.
Instead, states used for computation, communication, or sensing must be prepared many
times and repeatedly measured in order to gain sufficient information using this technique.
More efficient readout methods such as spin-to-charge conversion, nuclear assisted readout,
and low-temperature resonant readout have been studied but are beyond the scope of this

thesis.[81]
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2.3. Microwave Control
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Figure 2.2: (a) With no external field, the ground state electronic spin of the NV center is
split between the m, = 0 and m, = +1 states by D ~ 27 X 2.87 GHz. The m, = £1 states
may further be mixed and split by a highly sample dependent E parameter. As an external
field, Bz, is applied along the NV axis, the m, = £1 states split by the Zeeman splitting
at a rate of 7, ~ 2r X 2.8 MHz/Gauss. This gives two distinct transition frequencies, w41,
which can be probed using microwaves. (b, ¢) Experimental sequence and data from an
ODMR experiment at two different magnetic fields. Continuous laser illumination cycles the
electron through the excited state. When the applied microwave tone is off-resonance, the
electron is quickly pumped into the my, = 0 state and gives off bright photoluminescence
(PL). When the microwave tone is resonant with either w_; or wyy, which are symmetric
around the Zero Field Splitting D (dashed line), the electron goes into the m, = +1 state,
and is more likely to undergo the non-radiative ISC transition - leading to a decrease in PL.
As the external field, By, is increased, the spacing between w.y; increases according to the
Zeeman splitting, 7.

Within the ground state, the electron spin Hamiltonian of an NV center is given by|[82]

H,=DS% +E(S% — S})+7.B-S (2.1)
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Where S = (Sx, Sy, Sz) is the electron spin operator, D ~ 27w X 2.87 GHz is the Zero-
Field Splitting (ZFS) between the my = +1 and m, = 0 states, F is a highly NV dependent
parameter which mixes and splits the m; = +1 states at low fields, 7. ~ 27 X 2.8 MHz/Gauss
is the gyromagnetic ratio of the electron spin, and B = (By, By, Bz) is the external field
applied along the NV axis. Fig. 2.2(a) shows the level structure arising from this Hamiltonian.
By applying a non-zero magnetic field By > 0 along the NV axis, the m; = +1 levels
may be split, yielding direct transitions between m, = 0 and either mgy = +1 or m,; =
—1, with resonance frequencies w,; and w_q, respectively. By applying alternating fields
perpendicular to the NV axis at these frequencies, for example using the circular antenna

shown in Fig. 2.1(b), we can coherently control the electron spin state.

Fig. 2.2(b) shows the photoluminescence (PL) obtained from continuously illuminating a
single NV while applying microwave tones of varying frequencies. When the field is off res-
onance, the electron stays in the m, = 0 state, and simply undergoes continuous excitation
and decay. However, when the microwave tone is resonant with the transition frequencies w.
the electron is placed into the mg, = 41 state, which gives decreased visible photolumines-
cence as it is more likely to undergo the non-radiative ISC decay pathway. These resonances
are split by the static magnetic field and are symmetric about D. While this technique
is an effective way to calibrate the magnetic field, the continuous optical excitation causes
the electron to constantly cycle between states. This both broadens the resonance and pre-
vents the electron from achieving a coherent state of interest. To fix both of these issues,
we switch to pulsed experiments, where microwaves are used to coherently manipulate the
electron spin in between initialization and readout using 532 nm laser light as described in
the above section. While either transition can be used to define and control a qubit, or both
can be used to define and control a three-level "qutrit," generally experiments are done using

the my = 0 to my, = —1 transition due to the greater efficiency of microwave components at
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lower frequency. Henceforth, all experiments in this thesis are performed in this subspace,

unless specified otherwise.
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Figure 2.3: (a) Data from a Rabi experiment, where a microwave pulse resonant with the
ms = 0 to my = —1 transition is applied with a variable total pulse time, showing coherent
oscillations between the two states. The signal is calibrated so that the fitted oscillation
covers the range from 0 to 1. As the microwave signal is attenuated, the frequency of the
oscillation decreases, shrinking approximately as the square root of the applied power. (b)
Ramsey experiment, where 7 pulses are applied at the beginning and end of the experiment
to prepare and measure the electronic spin along the equator of the Bloch sphere. In between,
the electronic spin is allowed to evolve freely for a variable amount of time. The phase of the
final 7 pulse is swept at 27 X 5 MHz with the free evolution time, to allow small oscillations
to become more visible. The signal shows multiple beating oscillations, before eventually
decaying with a characteristic time Ty ~ 2.4(1) us. The signal is calibrated using a blank
line (assumed to give a pure m, = 0 state) and a calibrated 7 pulse (assumed to give a state
with no my = 0 overlap) interleaved with the experimental lines to determine the occupation
probability of the electron in the ms = 0 state. (Inset) Power spectrum of the Ramsey signal,
showing three distinct peaks - evidence of the ~ 27 X 2 MHz splitting caused by the coupling
of the electron to the Nitrogen-14 nuclear spin.

Fig. 2.3(a) shows the result of applying microwave pulses of varying lengths at the resonance
frequency w_;. The observed oscillations, named Rabi oscillations, demonstrate coherent
transitions between the electronic spin states, which can also be viewed as off-axis rotations
of the Bloch sphere. The frequency of the oscillation, known as a Rabi frequency, shows

how powerful the applied microwave field is, and as expected grows as the square root of the
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power applied to the antenna.

Using the result from the Rabi experiment, we can calibrate our pulses to cause the electronic
spin to undergo a 7 rotation, placing it along the equator of the Bloch sphere. We then
allow the electron state to evolve freely for a period of time. if there are no couplings in the
system the electron will stay in the same state (in the rotating frame of the microwave tone).
However, if the electron is coupled to another spin, such as a nuclear spin, it will rotate
along the equator of the Bloch sphere with the direction and speed of rotation dependent on
the sign and strength of the coupling and the state of the external spin. After allowing the
electronic spin to evolve, a final 7 pulse maps the phase of the electron spin along the Bloch
sphere equator back to a Z polarization which can be read out. To make small oscillations

easier to detect, the phase of the final 7 pulse can be swept according to the evolution time

at a certain frequency.

Fig. 2.3(b) shows the result of such a Ramsey experiment. Several beating oscillations
are seen before the signal decays due to incoherent processes, with a characteristic time
Ty ~ 2.4(1) us. The inset shows the power spectrum of the obtained signal, which shows
two peaks approximately 2 MHz on either side of a central peak near ~ 5 MHz, which was
the frequency at which the final 7 pulse phase was swept. This is consistent with a coupling
to a spin-1 system such as the Nitrogen-14 nuclear spin within the NV center. The decay is
also caused by nuclear interactions with the Carbon-13 spin bath, although no single carbon
shows a strong enough coupling |A| 2 % to appear in this Ramsey experiment. More
advanced techniques to detect and control the nuclear spins are discussed in Chapter 5 and

Chapter 6.
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2.4. New Defect Systems

The NV center has several advantages which have led it to be used for foundational demon-
strations of quantum computing, communication, and sensing. Decades of research into the
growth and treatment of diamond have allowed stable, isolated NV centers to be created in
many types of diamond - from bulk diamond to nanoparticles and thin membranes - allowing
a variety of form factors suitable for different applications|83]. The ability to initialize and
readout the electronic spin state using visible wavelength light allows experiments to use
relatively simple free-space or fiber-based optics. Furthermore, the microwave frequencies
required for coherent control (= 1 — 4 GHz) can be generated and controlled with widely
available off-the-shelf components. Finally, the stability of the NV system and the abil-
ity to form and manipulate quantum superpositions in a variety of conditions, from low
temperature vacuums up to high-pressure, high-temperature environments, make it an ideal
candidate for many in-situ demonstrations. However, the NV center not without limitations.
The relatively weak ZPL means that most photons emitted by the defect are red-shifted and
lose some energy to one or more phonons. Furthermore, NVs have the most advantageous
properties in bulk diamond, with coherence times and charge purity decreasing in both nan-
odiamonds and near the diamond surface due to uncoupled dangling bonds and other surface

effects|78].

While these challenges are actively being studied, it is not unreasonable to assume there exist
other defect systems without these limitations, either naturally occuring or man-made.|84,
85] The presence of spin-dependent optical mechanics is a generic property of defects in
semiconductors which allows initialization and readout of electronic spin state states.|86, 87]
Many other host materials and defect systems are being studied, but one broad class of
materials which have been of interest are two-dimensional (2D) materials. These materials,

which are formed from one or more identical stacked layers, do not have dangling surface
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bonds and may exhibit improved coherence times after isotopic purification.[88] Many 2D
materials, such as hexagonal Boron-Nitride (hBN), are already well studied and clean, high-
purity samples are commercially available. hBN is known to host many defects, some of which
are emit radiation in the IR, visible, and ultraviolet regimes. Several defects have recently
been shown to host optically detectable magnetic resonance (ODMR) signals[89, 90, 91| and
have already been used to sense pressure, temperature, and magnetic fields. [92, 93] One
particular defect has been shown to emit light around 2 eV, similar to the NV center, with
a high brightness and the majority of the emission being into the ZPL. The emitters have
been shown to have magnetic-field sensitive emission|[94], a sign of spin-dependent mechanics,
and multiple possible configurations for the defect and the associated level structure have
been proposed. However, for reasons which are still unknown different examples of what are
assumed to be the same defect display widely varying optical properties. This presents a
significant challenge in characterizing its properties, since studies have historically used large
ensembles of identical emitters to increase the signal to noise ratio when studying new defect
systems. The following chapter, taken from a published manuscript, describes a technique
we developed to aide in the characterization of heterogeneous emitters such as these and how
it can be used to study the effect of material treatments on the emitters’ density, brightness,

and other properties.
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CHAPTER 3

EFFICIENT OPTICAL QUANTIFICATION OF HETEROGENEOUS

EMITTER ENSEMBLES
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This chapter, along with supplemental material, was published previously in ACS Nano|95].
Reproduced with permission from S. A. Breitweiser et al. "Efficient Optical Quantification
of Heterogeneous Emitter Ensembles", ACS Photonics 2020 7 (1), 288-295. Copyright 2020

American Chemical Society.

3.1. Abstract

Defect-based quantum emitters in solid state materials offer a promising platform for quan-
tum communication and sensing. Confocal fluorescence microscopy techniques have revealed
quantum emitters in a multitude of host materials. The ability to quickly and accurately
sample emitter ensembles is an important tool for characterizing these new quantum emitter
systems. In some materials, however, optical properties vary widely between emitters, even
within the same sample. In these cases, traditional ensemble fluorescence measurements are
confounded by heterogeneity, whereas individual defect-by-defect studies are impractical.
Here, we develop a method to quantitatively and systematically analyze the properties of
heterogeneous emitter ensembles using large-area photoluminescence maps, summarized in
??7. We apply this method to study the effects of sample treatments on emitters in hexago-
nal boron nitride, and we find that low-energy (3keV) electron irradiation creates emitters,

whereas high-temperature (850 °C) annealing in an inert gas environment brightens emitters.

3.2. Introduction

As optically addressable spin qubits, defects in solid-state materials have been used to facil-
itate the storage and transmission of quantum information and precisely sense temperature,
strain, and electromagnetic fields at the nano-scale.[87, 96] The most prominent of these
defects, such as the nitrogen-vacancy (NV) center in diamond, act as point-source quantum
emitters and have a well-understood chemical structure that can be controllably formed in
high-purity host materials. Historically, the availability of homogeneous emitter ensembles

has been essential for their identification [97, 98] and development for quantum applications
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[99, 100]. Using confocal microscopy, however, it is possible to screen many potential host
materials for individual quantum emitters. Indeed, quantum emitters have been found in
an ever increasing number of materials, including silicon carbide, zinc oxide, gallium nitride,
hexagonal boron nitride (hBN), and the transition metal dichalcogenides [101, 84|. In these
emerging materials platforms, ensemble studies have proven to be more difficult. Studies are
confounded by difficulty synthesizing the host material and controlling its purity, uncertainty
about the background impurity levels, unknown chemical structure of the emitters, and of-
ten substantial heterogeneity of the emitters themselves. Furthermore, traditional ensemble
studies, where average photoluminescence (proportional to density multiplied by brightness)
is used to make quantitative comparisons, are not sufficient for such heterogeneous emitters.
New techniques are required that can distinguish brightness from density, while still being

efficient enough to sample large ensembles across wide field images.

Hexagonal boron nitride (hBN), a two-dimensional (2D) semiconductor with an indirect
bandgap of 5.955 eV [102] and a rich taxonomy of defects [103, 104, is a prototypical example.
HBN is already an ubiquitous dielectric in van der Waals heterostructures [105], and it is
emerging as a versatile platform for nanophotonics [106]. Recent experiments have identified
point-like quantum emission at visible to near-infrared wavelengths from hBN [107, 108,
109, 110, 111, 112]. These emitters appear to be robust to the preparation method, having
been found in hBN samples of dispersed nanoflakes, exfoliated bulk crystals, and thin films
grown by chemical vapor deposition, in thicknesses ranging from monolayer to bulk [113].
The emitters can be spectrally tuned by strain [114] and electric fields [115], and they can
be coupled to photonic nanocavities and dielectric antennas which direct and enhance the
emission [116, 117|. Some emitters in hBN also exhibit magnetically-sensitive fluorescence

at room temperature, indicating the potential for coherent spin control [94].

However, the underlying electronic and chemical structure of emitters in hBN has remained
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elusive, partly due to their heterogeneous properties. The brightness, density, polarization,
and spectral distribution of emitters varies widely, both between and within samples [111,
108, 109]. Electronic structure calculations have considered multiple defect candidates as
possible sources of the emission [118, 119, 120, 104, but none can fully account for the
observations. A plethora of treatments—including annealing [107], plasma [121, 122] and
chemical [110] etching, irradiation by electrons (both low- and high-energy) [108, 123, 124]
and ions [110], strain engineering [125], and ion-beam milling [126] —have been used to
create and stabilize emitters. Analyzing the effects of these experiments has so far relied on
individually cataloguing large numbers of heterogeneous emitters by hand. However, these
studies are prone to sampling bias and have not been able to capture enough emitters to make
statistically rigorous quantitative statistical comparisons. Here, we present a versatile and
efficient framework for quantifying the optical properties of heterogeneous emitter ensembles
from large-area photoluminescence (PL) maps, and we apply it to analyze two common
sample treatments in hBN: high-temperature annealing under an inert gas environment and
low-energy electron beam irradiation. We found that, in contrast to other well-studied defect-
based emitters, low-energy irradiation was sufficient to create new emitters, while annealing

primarily brightened existing ensembles without significantly changing their density.

3.3. Model and Analysis

As an example of the type of data we wish to analyze, Fig. 3.1 shows optical and electron
microscope images of an hBN flake, as well as PL. maps from a suspended region taken before
treatment, after electron irradiation, and after subsequent annealing. The pre-treatment map
reveals multiple emitters of similar brightness. After undergoing electron beam irradiation,
many more emitters are visible, with some now much brighter than others. After annealing,
the apparent number of emitters further increases, with the brightest emitters again much

brighter than the dimmest. While it is generally difficult to track individual emitters across
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Figure 3.1: a,b) Optical and c) electron microscope images of a flake of hBN on a patterned
Si/Si0O,y substrate. The magnified window in (b) is outlined with a dashed line in (a) and
shows a suspended region of hBN, labeled as Region B1 later in the text. The same region
is outlined again in the electron microscope image (c). Profilometer measurements, available
in the Supporting Information, confirm the flake is flat near this region. The lower panels
show PL maps of the same region d) before treatment, e) after electron irradiation, and f)
after high temperature argon annealing. The suspended region used in subsequent analysis
is outlined with a dashed line in (d-f). Scale bars in (a,c) represent 10 pm, while those in (b)
and (d-f) represent 1ypm.
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treatments, the Supporting Information includes a dataset where certain emitter clusters
persisted before and after irradiation, and some isolated emitters appear in the same location

with similar dipole orientations before and after annealing.

Rather than attempting to identify and track every emitter in these scans, we fit the data
using a model that predicts the statistical properties of heterogeneous point-source emitter
ensembles. The procedure distills the map into a distribution of pixel intensities, which is fit
to produce an estimate of the density and brightness distribution of emitters present in the
region. The model assumes that emitters appear as diffraction-limited point sources with
uniform spatial distribution, and with brightness drawn from a weighted mixture of normal
distributions. In the following analysis and discussion, we interpret these normal distribu-
tions as multiple emitter “families,” each characterized by a spatial density, mean brightness,
and brightness variance. We stress, however, that this is purely a phenomenological descrip-
tion of the observed emitter distributions; it does not necessarily reflect a classification of

the underlying chemical or electronic structure of these emitters.

The model produces a probability density for the intensity of pixels in the region,

M

U1, Ay Oy A) = B (Z Pn(nm)pn(I\Am,am)> ® Poiss(I|)), (3.1)

m=1

where m € [1, M] labels each emitter family with corresponding density, 7,,, average bright-
ness, A,,, and brightness standard deviation, o,,, while X\ parameterizes the brightness of the
Poissonian background. P, (n,,) is the probability of having n emitters of family m within
the region of interest, and p,(I|A,,, 0y,) is the probability density for pixels as a function of
brightness, I, resulting from n emitters from family m. Poiss(Z|)\) is the probability density
resulting from a Poissonian background with average intensity A, and @%:1 and ® rep-

resent convolutions. See the Supporting Information for a derivation of this model, along
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with explicit expressions for P, and p,. In general, the form of these functions depends
on assumptions regarding the emitters’ spatial and brightness distribution. We assume a
uniform spatial distribution and a normal brightness distribution for each emitter family,
but the model can be adapted to any spatial or brightness distribution. The model is prob-
abilistic and ignores spatial information to take advantage of the statistical power of large
maps; therefore it does not reveal information about individual emitters, but rather ensemble

properties of the collection of emitters present in a sample.

We fit this model to the observed pixel brightness distributions using Differential Evolution
[127] to optimize the chi-squared statistic. The number of families, M, is chosen to minimize
the Akaike Information Criteria (AIC), which measures fit quality while penalizing overfitting

from a high number of families. More details are presented in the Supporting Information.

To test this procedure, we compared the fit results from the model against the parameters
of known emitter distributions. Figure 3.2(a) shows a PL map of NV centers in bulk, single-
crystal diamond, with a focus plane located approximately 3pm from the planar, (100)-
oriented surface. The laser polarization is aligned to the dominant optical excitation dipole
for the NV center at the center of the map. There are three aligned and ten misaligned NV
centers in this 400 pm? region, with reproducible peak intensities of ~ 300 Counts (30 kCts/s)
and ~ 120 Counts (12kCts/s), respectively. These peak intensities include a background of
~ 10 Counts (1kCts/s), which appears to be uniform across the map. In addition, some non-
point-like emission appears in Fig. 3.2(a), which may result from out-of-focus NV centers or

surface contamination.

Figure 3.2(b) shows the histogram of pixel intensities from this map, as well as the result of
fitting the model to this distribution. The fitting procedure identifies three emitter families,

whose density and brightness parameters are shown in Fig. 3.2(c). Two of these families are
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Figure 3.2: Testing the quantitative model. a) PL map of NV centers in single-crystal,
bulk diamond. Several NV centers, both aligned and misaligned to the excitation laser
polarization, are in focus. b) Histogram of pixel intensities (points) from (a), together
with the best fit of the quantitative model (red curve). ¢) Emitter family parameters (red
crosses) corresponding to the best-fit curve in (b). The best-fit background is represented by
a dashed curve, bounding a hatched region where the model cannot resolve emitter families
from noise. Known values for the density and brightness corresponding to NV centers with
different dipole orientations are shown as blue circles. d) Simulated PL map for a single
family of emitters based on parameters similar to hBN maps. (e-f) Corresponding pixel
intensity histogram, fit, and emitter family parameter plot as in (b-c). The underlying
simulation values for the emitter family are indicated by a blue circle. Scale bars in (a,d)
represent 2 pm. Error bars in (c,f) represent 95 % confidence intervals.

31



Region | Thickness | 1st Treatment 2nd Treatment
Al 215nm Low-dose e Irr. | Ar Anneal

A2 240nm Low-dose e Irr. | Ar Anneal

Bl 390nm High-dose e Irr. | Ar Anneal

B2 250-350nm | High-dose e Irr. | Ar Anneal

C1 630nm Indirect e Irr. Ar Anneal

D1 * Ar Anneal Low-dose e Irr.f

Table 3.1: Summary of hBN regions and treatment sequences

* Thickness information is not available for this region.

T The radiation dose in this region was 4 x 10 e /cm?.

within one standard uncertainty of both the density and brightness of the aligned and mis-
aligned NV centers identified in the map, after accounting for the background. In addition,
the best-fit background of 10.064(92) Counts is close to the ~ 10 Counts measured by eye
from the PL map, and is represented in Fig. 3.2(c) by a dashed curve in brightness/density
space. For values of brightness and density below this curve, the model cannot reliably
distinguish emitter families from noise. One additional emitter family appears close to the

noise floor in Fig. 3.2(c); this may arise from weak, non-point-source PL features in the map.

The low density and reproducible brightness of NV centers in diamond make maps like
Fig. 3.2(a) easy to interpret by eye. A simulated dataset with less ideal conditions, similar
to the hBN PL maps of Fig. 3.1(d-f), is shown in Fig. 3.2(d). Here the density of emitters
is much greater, such that some emitters overlap and are indistinguishable by eye, and
the brightness of emitters has a wide distribution. In addition, the background intensity
is comparable to the brightness of emitters. Nevertheless, the fitting procedure captures
the pixel intensity distribution well, and the analysis yields a single emitter family with
parameters that agree with the underlying simulation parameters, as shown in Fig. 3.2(e,f).

Similar analyses for multiple emitter families are presented in the Supporting Information.
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Figure 3.3: Best-fit parameters after each treatment stage for four representative hBN regions
from Table 3.1. The estimated density and brightness of each emitter family is represented
as a circle in blue (pre-treatment), red (post-irradiation), or green (post-annealing) based
on which stage of the treatment process the flake is in. Note that Region D1 in (d) was
annealed prior to irradiation, whereas all other regions were irradiated first. Arrows indicate
potential evolution of these emitter families from the treatment process, based on qualitative
observations. A noise floor, determined by the best-fit background for each map, is displayed
as a dashed line and determines the lower limit for detecting emitter families. Error bars
represent 95% confidence intervals in the best-fit parameter values.

3.4. Results

A list of hBN regions studied in this work, as well as the treatments applied to them, is
presented in Table 3.1. See Methods for details of sample preparation, treatments, and data
acquisition. PL maps from each region for each stage of treatment were analyzed using our
model; regions were imaged under identical conditions in each stage. The fitting results from
four representative regions are presented in Fig. 3.3 and discussed below. Raw PL map data,
optical microscope images of the hBN samples, as well as analysis of additional regions are

available in the Supporting Information.

We first consider the effect of electron irradiation. Region C1 received no direct exposure to
the electron beam, although it was present in the instrument chamber to measure effects of

the ambient chamber conditions. As shown in Fig. 3.3(a), this region saw a small decrease in
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the density of pre-existing emitters, although it was within the uncertainty of the fits. Some
decrease is expected due to photobleaching from successive scans. In addition, the appear-
ance of a single bright emitter resulted in the detection of a new family with high brightness
and low density; we tentatively attribute this isolated event to stray ions accelerated in the
column. Regions Al and B1 received low and high doses of direct electron irradiation, re-
spectively. Region A1l saw a small increase in the density of its pre-existing emitter family,
although the increase was within the fit uncertainty; see Fig. 3.3(b). The high-dose region
B1 considered in Fig. 3.3(c) is the same one presented in Fig. 3.1; it showed a significant
increase in the density of its pre-existing emitter family, along with the appearance of two

new families of higher brightness.

Regions A1, B1, and C1 were all annealed after irradiation, under the same conditions as de-
scribed in Methods. Looking at the fit results for region B1, there are three emitter families
both before and after annealing, with approximately the same densities but systematically
higher brightnesses. The simplest interpretation of these results is that each family became
brighter without a significant change in density. Analysis of regions Al and C1 also un-
covered post-annealing families with similar density to pre-existing families but with higher
brightness, consistent with this interpretation. However, these regions also contained new
dim, dense emitter families after annealing. Considering the relative change in brightness for
pre-existing emitter families, we propose that these emitters existed before annealing, but
were below the noise floor — only becoming bright enough to be captured by the model after
annealing. No new families are detected after annealing for the high-dose Region B1. How-
ever, the dimmest family saw a density increase at the edge of statistical significance, and
the background showed a large increase not seen in the low-dose or non-irradiated region.
Both of these features could be indicative of a dim, dense family that cannot adequately be

resolved in the data. In Fig. 3.3, we indicate the possible evolution of emitter families under
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annealing via dashed lines.

Region D1 was first annealed, followed by a low dose of irradiation; its analysis is shown in
Figure 3.3(d). The pre-treatment analysis detects four families of emitters already present in
the region; we attribute the greater number of pre-treatment emitter families here to alternate
sample preparation, as this flake was exfoliated from a different bulk crystal and underwent a
post-exfoliation Oy plasma clean. Recent studies have shown plasma treatments may create
new emitters [121, 122]. After annealing, the brightest family, which consisted of a single
emitter, disappeared, which we attribute to photobleaching. The other three families can be
seen to increase in brightness again. Similar to region B1, the dimmest emitter family also
saw a slight increase in density, and the background saw a large increase. After irradiation,
the emitter parameters did not exhibit a significant change. This is consistent with the
results for Region A1, which also received a low irradiation dose; the expected increase in
emitter density is small compared to the large densities already present in Region D1 after

annealing.

In order to compare results from different regions, and to generate a more rigorous statistical
understanding of the treatment effects, we consider the full emitter brightness distribution
extracted from the analysis of each region. The brightness distribution of emitters is ob-
tained by summing the individual contributions of each family weighted by their densities,
> N (1| A, 02,), where N(I|A, 0?) is a normal distribution on I with mean A and vari-
ance o2. However, due to the wide range of brightnesses observed, the results are best shown
on a logarithmic brightness scale. Thus, we present the results as a log-space probability
density,

AI)=1x anN(I|Am,Jil) , (3.2)

where the additional factor of I accounts for the logarithmic spacing of brightnesses, cor-

35



recting the visual weight of the plotted distribution.

Figure 3.4 shows this distribution for regions which received irradiation followed by anneal-
ing. In the pre-treatment distributions of Fig. 3.4(a), we observe a localized peak around
50 Counts (= 400 Cts/s), with very few emitters brighter than 1000 Counts (= 8kCts/s).
Any emitters with brightness below ~ 30 Counts cannot be resolved from the background
noise (indicated by dashed lines). Figure 3.4(b) shows the same regions after irradiation. We
observe a much larger peak around 70 Counts, as well as new peaks appearing with higher
brightness. Finally, the post-annealing distributions shown in Fig. 3.4(c) are much broader,

with emitters found from the noise floor of ~ 30 Counts to ~ 10* Counts (~ 800 kCts/s).

To better visualize the treatment effects, Fig. 3.4(d,e) present the difference between the
distributions before and after irradiation and annealing, respectively. We observe from
Fig. 3.4(d) that irradiation produced an almost uniform increase in the density of emit-
ters, and regions B1 and B2, which received larger doses, saw larger density increases than
regions Al and A2. Annealing showed a qualitatively different effect, with densities decreas-
ing at lower brightness and increasing at higher brightness in Fig. 3.4(e). There is a small
overall increase in density; this, as well as the overall broadening of the distribution, can
tentatively be attributed to the dim, dense emitters that might be below the noise floor in

pre-annealing fits.

3.5. Discussion

3.5.1. Irradiation

In agreement with qualitative observations of images such as those in Fig. 3.1 and with the ob-
servations of earlier studies [123, 108, 128], our quantitative analysis shows that low-energy
electron irradiation increases the emitter density, creating emitters of low-to-intermediate

brightness. However, the underlying mechanism for emitter creation due to electron-beam

36



10
_(a) |||‘ Emitter Region Noise |1
Distribution Floor |-
I — Al =
~[ N
el N — B2 -
2’1 ! = Combined
3 1\
&‘
0 —
10((b) Wl ' 7F
A (d)
1l a
I g
L <
Er N 2 0710010t
=} Brightness (Counts)

(e)

H Apm?) G

107 10° 10*
Brightness (Counts)

A (um?)

107 10° 10*
Brightness (Counts)

Figure 3.4: FEmitter brightness distributions for regions which received direct irradiation
prior to annealing; distributions for each region a) before treatment, b) after irradiation,
and c) after annealing are plotted as thin colored curves for each region as indicated in the
legend, with the combined distribution for all regions shown as a thick black curve. Dashed
curves indicate the background noise floor for each region. Inset panels (d) and (e) show the
changes in the distributions from pre-treatment to post-irradiation and post-irradiation to
post-annealing, respectively. Note that, since the brightness is shown on a logarithmic scale,
the log-space probability density is shown; refer to the main text for details.
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irradiation remains unknown. For comparison, typical methods to create NV centers in di-
amond use electrons of sufficient energy to create vacancies in the lattice, with subsequent
annealing treatments to combine them with nitrogen defects to create NV centers. In con-
trast, the electron energies used here are much lower than the minimum knock-on energy for
creating monovacancies in hBN [129], corresponding to an accelerating voltage of 80 kV. One
possibility is that stray ions accelerated in the chamber, which would have sufficient energy
to create vacancies, are creating these new emitters. Using a similar irradiation procedure,
however, Vogl et al. found emitters are created uniformly in samples thinner than the stop-
ping range of the electrons, which is on the order of a micron for the 3keV energy of our
electron beam [128]. Ions at this energy would only travel a few nanometers into the hBN,
and they would appear independently of beam exposure. Combined with our observation
that the number of emitters created increases with electron dose, this argues for a creation
mechanism based on interactions between the electrons and hBN, rather than accidental im-
plantation of impurity ions in the SEM chamber. The electrons might have sufficient energy
to perturb the placement of interstitial atoms, or to cause reconstruction of edges or ex-
tended defects. This interpretation could support a recent proposal that dangling bonds on
hBN edges are responsible for quantum emission in this material [130]. Alternatively, charge
trapping may cause emitter activation, as suggested in previous studies [125, 131]. Irradia-
tion could reconfigure the charge state of existing defects, converting them into a fluorescent
configuration, or the reconfiguration of nearby charge traps could alter the (non)radiative

relaxation pathways relevant for the visible PL.
3.5.2. Annealing

Similarly, the role of annealing on hBN’s quantum emission is poorly understood. For com-
parison, annealing is used in diamond to increase the mobility of lattice vacancies, which

combine with substitutional nitrogen atoms to create NV centers. Whereas qualitative as-
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sessment of PL. maps like those in Fig. 3.1 gives the impression that annealing also creates
emitters in hBN, our quantitative analysis indicates that the primary ensemble effect of
annealing is to brighten existing ensembles without significantly changing the density of
emitters. The brightness increase by annealing is around one order of magnitude regardless
of the emitters’ original brightness — a surprising result given that the emitter brightnesses
span several orders of magnitude. Some regions also saw the appearance of dim, dense emit-
ter families after annealing; even for regions where such families were not detected, a larger
increase in the background intensity and in the density of pre-existing families point to the
possibility of dim emitters that were subsumed into the background and excluded from our
analysis. Assuming these dim emitters were also brightened by annealing, it is possible they

were present before annealing, but not detected because they were below the noise floor.

The brightness enhancement could be explained by an increase in the emitters’ quantum
efficiency. Potentially, annealing affects the concentration of other, non-emissive defects
in the sample, which modify non-radiative decay pathways for the emissive defects. This
interpretation is supported by the varied quantum efficiencies for hBN emitters reported in
the literature, which range from 6% [117] to 87% [132]. This could also explain why the
brightness increase is consistently around an order of magnitude, regardless of the initial

brightness of the emitters.

While a systematic increase in brightness due to annealing is the simplest interpretation of
our observations, we cannot rule out all other potential effects. Studies using rapid thermal
annealing rather than a tube furnace saw an increase in zero phonon line intensity, and noted
that longer annealing times led to spatial diffusion of emitters [122]. Such diffusion, combined
with the increased brightness of emitters, could give the appearance of bright emitters being
created simultaneously with dim emitters being destroyed. The mobility of point defects or

impurities in the lattice during annealing might explain these effects, either by moving the
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underlying defects or otherwise modifying the emitters’ chemical structure. Of the single-
atom vacancies and interstitial defects, only boron vacancies are expected to become mobile
around 800°C, with nitrogen vacancies requiring temperatures in excess of 1500°C and
interstitial defects becoming mobile near room temperature [104]. This framework presented
here could be used to study the temperature dependence of annealing effects, for comparison

with theoretical calculations of the onset of defect mobility for different species.

3.6. Conclusion

We presented a method to efficiently assess the optical properties of statistically large het-
erogeneous quantum-emitter ensembles. Tracking systematic variations between samples or
between treatments offers quantitative insight into the mechanisms at play. In the case of
hBN, electron irradiation provides an accessible and controllable method for creating emit-
ters in otherwise dark samples. For samples with dim emitters, annealing may provide a way

to brighten emitters.

While this study focused on the brightness and density of emitters, the model can also be
expanded to capture other properties of quantum emitters, such as their dipole orientation
and spectral distribution. Previous work studied the alignment of emitter dipole orientations
to the crystallographic axes of hBN [109]. By extending our model to include polarized
emitter families and comparing to polarization resolved data, we could leverage the statistical
power of much larger emitter ensembles to study the distribution of dipole orientations. A
similar extension of our model could account for the emitters’ spectra; including spectrally
resolved data could reveal phenomena such as zero phonon line clustering, which has been
observed in multiple recent studies [133, 134, 135]. By adapting the underlying spatial
probability distribution functions, the model can be further extended to account for emitters

clustering near edges or other extended defects.
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This methodology can be applied to any material hosting point-source emitters, including
dispersed nanoparticles and fluorescent molecules. It is is particularly relevant for 2D ma-
terials, where heterogeneity is prevalent and advances in fluorescence imaging have enabled
the efficient acquisition of emission maps from large sample regions. Such wide-field tech-
niques have been used to study the role of annealing temperatures on NV center quenching
and formation [136], as well as to study the spectral and temporal properties of emitters in
hBN [135, 134|. However, these studies relied on algorithms designed to identify and track
individual emitters, which cannot handle significant heterogeneity between emitters and are
expected to fail at high emitter densities and low emitter brightnesses. Combining these
wide-field imaging techniques with the approach presented here paves the way to efficiently
and accurately screen large ensembles of heterogeneous emitters, an important step for the

identification and study of new platforms for defect-based quantum technologies.

3.7. Methods

Flakes of hBN were exfoliated from bulk single crystals (HQ Graphene) onto patterned Si
wafers with a 90 nm layer of thermal SiO, on top. The flakes hosting regions A1-A2, B1-B2,
C1-C3, and E1 were first exfoliated onto a polydimethylsiloxane (PDMS) stamp, and then
transferred onto the silicon substrate at a temperature of 50°C. The flakes hosting regions
D1-D3 were prepared following the method in Refs. 109 and 94, and further underwent an O,
plasma clean in an oxygen barrel asher (Anatech SCE 108). Flake thicknesses were measured
using a stylus profilometer, and ranged from <100nm to >600nm, with most flakes falling
between 200 and 400 nm. Of particular interest are regions which are suspended over holes
etched into the substrate (>6pm deep), where emitters show a greater contrast with the

background and better isolation from substrate-dependent effects.

Suspended regions were identified using an optical microscope and alternately exposed to a

3keV electron beam (FEI Strata DB235 FIB SEM) and annealed in a tube furnace under
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flowing Argon gas. The electron beam was rastered over a known area, with the dosage
calculated from the area size and the approximate beam current. Low-dose irradiated regions,
with the exception of D1, received fluences on the order of 2 x 10 ¢ /cm?, while high dose
regions received approximately 2 x 107 e"/cm?. Region D1 received a dose of 4 x 10% e /cm?.
Calculated fluences for all regions are available in the Supporting Information. The annealing
ramp rate was set to 10°Cmin~', leading to a heat-up period of ~ 1.5h to reach 850°C.
Once 850°C was reached, the temperature was maintained for 30 minutes, after which the
sample was allowed to cool back to room temperature over the course of several hours.
Argon gas was flowed from before heating until after cooling the sample to ensure complete

evacuation of other gasses from the chamber while the sample temperature was elevated.

Samples were mounted in a home-built confocal fluorescence microscope, where PL was stim-
ulated with a 592 nm continuous wave laser (MPB Communications, VFL-592) and collected
between 650 and 900 nm. For this study, the pre-objective power was fixed to ~ 500 pW and
the laser polarization was rotated using a half waveplate (Newport 10RP12-16) and corrected
for birefringence. PL maps were recorded for each region with multiple laser polarizations
and registered, then added together to create a polarization-independent PL map. Maps
were acquired for each region at each stage of the treatment process and compared to a
point emitter model, as described in the main text, to determine the underlying microscopic

parameters.

For the NV-center reference scan in Fig. 3.2(a), an electronics grade type Ila synthetic
diamond from Element Six was irradiated with 2MeV electrons at a fluence of 10 e /cm?
and then annealed in forming gas at 800°C for 1 hour. The diamond sample was mounted
in another home-built confocal fluorescence microscope. A 532nm continuous wave laser
(Gem 532, Laser Quantum) was used to optically excite the NV centers and fluorescence

was collected with a 650 nm long-pass filter. Polarization was similarly varied using a half
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wave plate and the pre-objective laser power was set to 500 pW.

A layer of NV centers was found approximately 3pm from the diamond surface, and the
confocal depth was set to focus on the NV at the center of the scan in Fig. 3.2(a). The laser
polarization was set to maximize the PL from the central NV center. Due to the geometry of
NV centers beneath a (100) diamond surface, all other NV centers in the sample are either

aligned or misaligned to the excitation axis by the same angle.
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3.9. Supplementary Info

Additional supplementary info is available in ??. This includes: Profilometer measurement
near region B1l; PL maps of region B2 with persistent emitter identified; details of the
emitter model used for fitting; additional simulation results; table of regions with additional
information; additional emitter distributions obtained; full photoluminescence datasets with

fit results.
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CHAPTER 4

EXPERIMENTAL METHODS
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The types of experiments we are interested in require a carefully orchestrated combination of
optics, microwave electronics, and timing equipment to run successfully. Here, we describe
the hardware and software solutions developed in the lab to enable such experiments and

used in the remainder of the work presented in this thesis.

4.1. Experimental setup

The optics and sample preparation procedures are similar to those described in [137]. A
sample of electronics grade type Ila diamond (Element Six) was irradiated with 2MeV
electrons (~ 10~'cm™2 dose) and annealed at 800 °C for one hour in forming gas. A suitable
NV with no strong carbon-13 nuclear couplings was identified several microns below the
surface and a Solid Immersion Lens (SIL) centered on this NV was milled out of the diamond
surface using focused ion beam milling. A gold/titanium circular antenna was deposited on
the diamond surface, centered around the SIL using lithographic techniques, and wirebonded
to a custom PCB used to mount the sample and couple to external microwave electronics.
Unless otherwise noted, all of the experiments presented in the remainder of this thesis were
performed on the NV at the center of this SIL. Other NVs, such as those used in Chapter 6,
were identified along the antenna and traces - while the excitation and collection efficiency
are not as high since they are not within a SIL, they are still close enough to the antenna to

observe coherent oscillations.

This sample was mounted into a home-built confocal microscope which uses a 532 nm laser
(Gem 532, Laser Quantum) gated by an Acousto-optic Modulator (AOM) in a double
pass configuration to produce green illumination. The laser beam passes through a servo-
mounted optical density (OD) wheel which allows broad control over the intensity, before
going through a 4f lens pair and being reflected off a fast steering mirror (FSM, Optics in
Motion OIM101) before passing into a free space high-NA objective (Olympus, MPLANFLN

100x). The sample can be moved into rough alignment with the objective using comput-
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erized stages (Thorlabs) and the laser beam can be steered using the FSM for fine spatial
control of the illumination. Photoluminescence (PL) from the sample is collected through
the same objective, and is separated from the excitation light using a dichroic mirror (Sem-
rock, BLP01-P01-635R) before being focused into a fiber and passed to a single-photon
avalanche diode (SPAD, Laser Components, Count-20C-FC). The detection signal of the
SPAD is passed through a pair of switches which can either route to a 50-ohm termination
or one of two counters of a data acquisition device (DAQ, National Instruments, DAQ6323)

to be recorded.

A rare-earth permanent magnet is mounted by hand in the setup and aligned along the NV
axis to provide an on-axis magnetic field which separates the spin states. Depending on

configuration, the magnetic field can range from < 50 Gauss to = 250 Gauss.
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Figure 4.1:  Electronics along the microwave path. Two analog signals from an AWG
(AWGT102 Tektronix) are used to control the IQ modulation of a benchtop signal generator
(SG384, Stanford Research Systems) which is fed into a mixer (ZX05-63LH+, Mini-Circuits),
which allows sharp pulses not limited by the ~ 200 MHz IQQ modulation bandwidth of the
signal generator. The output from the mixer is sent through a high-isolation switch (ZASWA-
2-50DR, Mini-Circuits) also controlled by the AWG7102. The output was fed through a USB-
controlled microwave attenuator (Rudat 6000-60, Mini-Circuits) and broadband amplifier
(ZHL-16W-43-S+, Mini-Circuits) before being delivered into the sample through a custom
SMA-connected PCB which is in turn wirebonded to the antenna traces.

The experiment is controlled by a pair of Arbitrary Waveform Generators (AWGs). One
AWG (AWG5H20, Tektronix) controls the overall flow of the experiment and the optical path
described above, including the AOM, the DAQ and the switch network used to record PL
counts. The AWGH20 also triggers a higher-resolution, larger memory AWG (AWGT7102,
Tektronix) which controls the generation of microwaves signals sent to the sample. The
circuit used to generate the microwave signal is shown in Fig. 4.1. The analog outputs of
the AWGT102 are connected to the IQ modulation of a microwave signal generator (SG384,
Stanford Research Systems). To allow pulses faster than the ~ 200 MHz bandwidth of the
IQ modulation of the signal generator, the output is sent into the HI port of a fast RF mixer

(ZX05-63LH+-, Mini-Circuits) with a 1 GHz bandwidth, with the LO port controlled by a
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digital output of the AWGT7102. The output is sent through a high-isolation switch (ZASWA-
2-50DR, Mini-Circuits), controlled by the AWG7102 using TTL logic, which prevents on-
resonance leakage signals from reducing the coherence of the spin systems. The output
of the switch is sent through a USB-controlled microwave attenuator (Rudat 6000-60, Mini-
Circuits), allowing global control of the microwave power, before being amplified (ZHL-16W-

43-S+, Mini-Circuits) and sent to the sample.
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4.2. Experiment Timing
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Figure 4.2: (a)Diagram showing the timing of experiments. Experiments are broken into
lines, each of which contain an initialization, control, and readout phase. During the initial-
ization phase, the AWGH20 plays the optical sequence used to reset the defect spin system
and triggers the AWG7102. During the control phase, the AWGT7102 plays the microwave
sequence used for coherent control of the electron spin. Optionally during the control phase
the AWGH20 can continue to play optical and radio-frequency sequences, and the AWG7102
can send debugging information using pulses into one of the DAQ counters. Finally, the
(optional) readout phase is either triggered by the AWGT7102 or the AWGH20 simply waits
the appropriate amount of time to begin readout. During this phase, the AWG520 plays the
optical sequence necessary to readout the electron spin, and clocks the DAQ to record the
state of the current counters - including those used to measure the photoluminescence from
the photodetector(s) as well as the debugging counter.
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Fig. 4.2 shows a diagram of the general timing sequence used for experiments. Three
main pieces of equipment are involved in experiment timing: a DAQ, an AWG520, and
an AWGT7102. The DAQ collects signals using counters, including both the photolumines-
cence data from the photodetecor as well as any debugging signals from the AWGs. The
AWGH20 controls the general flow of the experiment, as well as the optical path components
and generating any RF signals required. The AWG7102 generates microwaves (if necessary)
and controls the components on the microwave path. The DAQ begins acquiring at the
beginning of the experiment, and data is read out asynchronously by a remote computer.
While it is acquiring, signals are only routed to the DAQ when the switches, controlled by
the AWGH20, are in the correct state. Both AWGs are preloaded with all the waveforms and
sequence specifications for the experiment. A description of the package used to generate

these waveforms is laid out below.

Experiments are generically broken into lines, each of which contains three phases: initial-
ization, control, and readout. During the initialization phase, the AWG520 plays the optical
sequence necessary to initialize the defect system in the desired manner. For example, this
could be a steady state initialization - a longer green laser pulse used to reset the electronic
spin and any coupled nuclear spins - or just an electronic reset - a shorter green laser pulse
designed to reset just the electronic spin. During this phase, the AWGbH20 maintains the
switches in the correct state so counts from the photodetector do not get routed to the DAQ
and are not counted as part of the experimental signal. Following the initialization phase,
the AWGH20 triggers the AWGT102 to begin the control phase. During this phase, the
AWGT102 plays the microwave sequence necessary for coherent control of the electron. The
AWGT102 can also send optional debugging information to the DAQ using pulsed signals,
which will be reported back to the remote computer. Also during this phase, the AWG520

can optionally play optical and/or RF sequences concurrently with the microwave sequence.
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Finally, the (optional) readout phase is either triggered when the AWG7102 sends a trigger
back to the AWGH20 or when an appropriate amount of time has passed for the microwave
sequence to play. During the readout phase, the AWG520 generates the optical sequence
necessary to readout the state of the electron spin. For example, this could be a typical PL
readout - a single green laser pulse - or a readout using SCC - which uses a combination
of green, orange, and red lasers to convert the spin state of the electron into a charge state
of the NV and then subsequently reads out the charge state (as described in [81, 138]).
Crucially, during this phase the AWGb520 also controls the switches so that counts from the
photodetector are only directed into the DAQ when the readout pulses are being applied.
Finally, the AWGH20 sends a signal to the DAQ to recored the current state of the counters

(known as a "clock") and advances to the next line.

Every line can have a separate waveforms for each of the initialization, control, and readout
phases. The correct waveforms for each of these can be generated using a home-built software

package we describe now.

4.3. Sequence generation package

To modularize the generation of necessary files and enable a high level description of ex-
periments, we created a new python package, named qel seq gen. Here we describe the

relevant modules and their functionality.
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4.3.1. Pulses Module
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Figure 4.3: All plots are formed by sampling the Pulses or PulseSchedules at a high rate
between 0 and the duration. In all plots, blue represents the real or in-phase (I) component
of the signal and orange represents the imaginary or quadrature (QQ) component. (a) A
ConstantPulse of amplitude 1 and duration 1. (b) A GaussianPulse of amplitude 1, sigma
0.25, and duration 1. (c¢) A CompositePulse formed from adding the two previous pulses
together. (d) An IQPulse formed by shifting the phase of the first pulse by 7. (e) A
FunctionPulse using a DRAG pulse, showing the ability to use arbitrary complex-valued
functions. (f) A DetunedPulse, with detuning of 3Hz. (g) A ChirpedPulse, using hyperbolic
chirping. (h) A PulseSchedule formed by concatenating the I and Q ConstantPulses, with
a special DelayPulse in between. (i) Pulses can also be added at arbitrary times during the
PulseSchedule. Here a GaussianPulse was added in between the ConstantPulses of the last
PulseSchedule. Amplitudes will add as complex numbers where pulses overlap.

To begin, we start with an abstract class known as Pulse. All members of the Pulse class
must have a duration property, which defines the amount of time between the beginning
and end of the Pulse, as well as a sample method, which takes as input a vectorized list
of times between 0 and duration and returns the (complex) value of the pulse amplitude
at that point. The real value of the function is interpreted as the in-phase amplitude of
the pulse signal, while the imaginary value is the quadrature amplitude. We show several
useful examples of such Pulses in Fig. 4.3. Fig. 4.3(a) shows a ConstantPulse, which has

constant amplitude during its duration, while Fig. 4.3(b) shows a GaussianPulse, which
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gives a gaussian pulse centered within the duration with a specified amplitude and width.
Fig. 4.3(c) shows a CompositePulse, which adds two pulses together pointwise, formed from
the previous two pulses. Fig. 4.3(d) shows an IQPulse, which takes an existing pulse and
shifts the phase, formed from a square pulse shifted by 7 radians. Fig. 4.3(e) shows a more
general FunctionPulse, which can use any function that returns a complex value at any point
between 0 and the Pulse duration. In this case we use it to define a Derivative Removal by
Adiabatic Gate (DRAG) pulse, which is used in some quantum computing architectures to
correct for pulse errors. Finally, we can also produce detuned and chirped pulses, which are

demonstrated in Fig. 4.3(f) and (g), respectively.

Pulses can be concatenated to form a PulseSchedule, such as shown in Fig. 4.3(h), using a
special DelayPulse (which is defined to have amplitude 0) to space apart two ConstantPulses
of different phases. Pulses can also be added at any arbitrary time (given by the start of
the Pulse) in the PulseSchedule - Fig. 4.3(i) shows the result of adding a GaussianPulse in
between the two ConstantPulses. If Pulses overlap, their (complex) amplitudes are added
pointwise. Like the Pulses themselves, the PulseSchedules also define a duration function
(which goes from 0 to the maximum value of any pulse duration plus its starting time), as
well as a sample, which returns the complex value for all the active Pulses at any given time

between 0 and the PulseSchedule duration.
4.3.2. Waveforms module

A waveforms module is defined to handle tasks related to digitizing these abstract pulses. A
waveform is an evenly spaced sampling of an abstract Pulse or PulseSchedule. The waveforms
module defines functions used to justify these waveforms, as well as window them out for

electronics such as switches and 1QQ modulation which require a finite rise time.
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4.3.3. AWG _objects and AWG _ prep modules

The awg objects and awg prep modules contain the classes and helper functions, respec-
tively, used to compile waveforms into the format needed to load into the AWG7102 and
AWG520. The relevant classes are AWGWaveform and AWGPattern, which tell the AWG
what values to put out at each sample period, and AWGSequence, which handles the files
used to specify which order to play the AWGWaveforms and AWGPatterns in. All of these

are saved to binary file formats used by the AWGs and loaded before the experiment begins.

4.3.4. Experiments module

PulseSequence MWExperiment
Pulse q r Params
+field: durati + field: duration + field: mw_lines - L
field: duration |> + field: init_method
+field: + field: instructions + field: params D +field: readout_method
\ + field: configuration
+ method(type): sample + method(type): sample . + field: mw_sample_period
) ; + field: calibration
+ method(type). + field: optical_sample_period
to_waveform
+ methoditype): save +field: ...
Configuration ﬁl AWGSequence
+ field: setup + field: waveforms
+ field: optical delays Calibration -~ +field: repeats
+ field: awg_delays +field: m1 +field: ..
+ field: ... + field: pl_readout AWGWaveforms N
L + method(type): save

+ field: scc_readout + field: chi

+ field: ssi_init + field: ch2

+field: ...

+ method(type). save

Figure 4.4: Abstract Pulses combine together to form a PulseSequence which is used to
specify the microwave control of a defect. Multiple such lines are used to calibrate, initialize,
and experiment on the system as part of the MWExperiment class. The MWExperiment
uses calibration and configuration information saved in yaml files, as well as user-supplied
information in the params structure (which is also saved as a yaml file along with the output
files). The MWExperiment class outputs AWGWaveform/AWGPattern files, which specify
the waveforms output by the AWGs, as well as AWGSequence files, which describe the
sequence in which to play the waveforms, in special binary formats compatible with the
AWGs.
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Finally, the Experiments module contains the high level classes used to define the experi-
mental sequences used. The class used in most of our experiments, called MWExperiment,
describes a sequence of microwave control lines that will be applied to an initialized system
which will be measured afterwards. A MWExperiment takes in a list of PulseSchedules which
are to be played on a microwave carrier tone, such as those used to control the NV electron
spin, and inserts them in between initialization and readout sequences. There are three such
types of lines: calibration lines, initialization lines, and experimental lines. Fig. 4.5 shows
the way these lines are interleaved to form an experiment. Experimental lines represent the
sequences we wish to measure the effect of, typically some form of sweep, and are run in
an interleaved mode - where each line is run and the result measured once before the whole
sequence is repeated. Alternatively, the experimental lines can be run in batches, where
many lines are run in an interleaved "batch" before moving on to the next batch of lines.
This is useful in situations such as long sweeps where the AWGs do not have enough memory
to hold all the necessary lines at once, or where the experimenter wants to make informed
decisions based on the result of one batch whether to run the next. Before each experimental
line is run, the initialization line(s) are run - which can accomplish things such as initializing
the nuclear spin environment. Typically initialization lines do not include readout, and they
can be run multiple times in an interleaved manner. Finally, calibration lines are run before
every sweep of the experiment lines (or every batch if using batched mode). These take care
of calibrations for slowly varying properties such as the electron readout PL, and are im-
portant for getting consistent signals that can be compared across experiments. Calibration
lines can be run with or without the initialization lines beforehand. Since the calibration
lines are often much shorter than experimental lines, it is usually advantageous to run them

multiple times to remove as much systematic noise from the signal as possible.
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Batch 1

Calibration Line 2

Intialization Line 1

Intialization Line 2

Experimental Line 1

Intialization Line 1

Intialization Line 2

*xN_init

*M_cal

xM

Batch 2

Calibration Line 2

Intialization Line 1

Intialization Line 2

Experimental Line k

Intialization Line 1

Intialization Line 2

Experimental Line 2 Experimental Line k+1

Figure 4.5: Initialization lines, which can be repeated an arbitrary number of times in
an interleaved manner, are run before every experimental line and optionally before every
calibration line. These lines do not include readouts and are used to, for example, initialize
nuclear spins. Calibration lines are used to calibrate slowly varying parameters such as the
electron spin readout, and are repeated an arbitrary number of times before the experimental
sweep to remove systematic uncertainties in our system. Finally, experimental lines are used
to study the system, often in the form of a sweep. Experimental lines can be broken up into
multiple batches to prevent overloading the AWG memory, or if the experimenter wants to
study the results of one batch before deciding to measure the next.

The MWExperiment class converts all of these lines to the waveform files used by the AWGs
using specifications from two yaml files, named configuration and calibration, which describe
relevant details of the system such as the equipment connections and desired waveform
synthesis methods, measured delays for any of the equipment, and calibrated initialization,
control, and readout parameters for the system under study. The class also contains a

structure, named params, which allows the user to configure parameters such as the preferred
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initialization and readout methods (which are generated according to the configuration files
described above) and how the waveforms should be synthesized (directly using the AWG7102
or using the I1Q modulations of the SRS384), as well as how many times the experiment
should be repeated and how often confocal tracking should be performed. This structure
also records information used in plotting the results of the experiment, such as which variable
is being swept and what the sweep values are, and is saved along with the AWG files to give

a complete description of the experiment.

4.4. Example Experiment

To show a concrete example, here we show the script used to generate a simple Ramsey
experiment, as described in Fig. 2.3(b). Due to the modularity of the platform, most of
the details are handled automatically, and more complicated pulse sequences can be built
quickly. The files output by this script can be directly loaded into the home-built Matlab

control infrastructure used in our lab to run the experiment with no further changes.

#External imports
import numpy as np
from omegaconf import OmegaConf

#Internal imports

from gel_seq_gen.pulses import PulseSchedule,DelayPulse,IQPulse
from qgel_seq_gen.experiments import MWExperiment

from gel_seq_gen.calibration import CalibratedPulses

# Loading configs (can also alter certain parameters here)

config _file = 'configurations\\room_temp_setup_config.yaml'
calib_file = 'calibrations\\SIL_VIII_061514ELO1_RTS_Calibration.yaml'
config = OmegaConf.load(config_file)

calib = OmegaConf.load(calib_file)

# Setting up experiment parameters
params = OmegaConf.create()
params.experiment_directory = "Nuclear_Spins"

params.experiment_name = "Ramsey"
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params.readout_calibration = True

params.readout_mode = "wait"

# Parameters

detuning = 5e-3 #GHz

taus = list(range(25,5000,25))
params.var = {}
params.var.name = "Tau (ns)"
params.var.values = list(taus)
params.mwl = {}

params.mwl.freq = calib.ml.freq

params.mwl.attenuation = calib.ml.attenuation

params.mwl.gen = config.mwl.gen
params.mw_sample_period = 1 #ns
params.interleave_batch_size = 0O
params.optical_sample_period = 1
params.repetitions = 300e3

params.tracking_time = 600

mw_lines = []
calib_lines = []

(]

init_lines

cal_pulses = CalibratedPulses(calib)
xpi2 = cal_pulses.ml_pi2

xpi = cal_pulses.ml_pi

#Readout Calibration Lines

if params.readout_calibration:

calib_lines.append(PulseSchedule([], 'Readout Calib 0'))
calib_lines.append(PulseSchedule([xpi], 'Readout Calib 1'))

# Echo Linmes

for tau in taus:

mw_lines.append(PulseSchedule([xpi2, DelayPulse(tau),
IQPulse(xpi2, np.pi + 2*np.pi*tau*detuning)], #Final pulse is detuned

'Ramsey tau ('+str(taw)+') -X'))

# Making and saving the experiment

echo_experiment = MWExperiment(mw_lines, calib_lines, init_lines, config, calib, params)

echo_experiment .save ()
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4.5. Simulations

SpinNetwork System Experiment
+ field: spin re D‘ + field: networks [ + field: system
+field: N + field: coupling + field: gates
+ field: gyromagnetic_ratio + field: magnetic_field + field: ...
+ field: quadrupolar_splitting + field: linblad_operators
+ field: ... + field: ...
+ method(type). hamiltonian + method(type): hamiltonian
Simulation
+ method(type): Identity + method(type):
rotating_frame + field: method
+ method{type): Sx
) + method(type): ... + field: time_step
+ method{type): ...
+ field: ...
SpinNetwork .
+ method(type): run

Figure 4.6: Class structure of the simulation package. Networks of identical spins with
arbitrary coupling are grouped into a SpinNetwork. An arbitrary number of SpinNetworks
form a System, with all-to-all coupling allowed. As well as providing convenience functions,
methods allow these classes to construct the Hamiltonian for the system as a whole. An
Experiment is defined as a series of gates on the System, at specific times, under the bang-
bang approximation - where the gates are applied perfectly and in a time much shorter than
the other dynamics of the system. Finally, the Experiment is simulated by a Simulation
class, which allows different methods of numerical simulation, as well as adjusting their
parameters.

While many quantum simulation packages are available, most are either general purpose
or designed for narrow applications. To aide in our study of defect systems, we designed
and built a flexible package which can describe and simulate coupled spin networks. This
is built using the open-source QuTip package to handle the underlying operator definitions

and master equation simulations.[139, 140|
4.5.1. Spin Networks

The fundamental unit of study we consider is a spin network, defined as a number of iden-
tical spins (electrons, nuclei, etc.) with the same spin number, gyromagnetic ratio, and

quadrupolar parameters. The network can have arbitrary couplings between the spins. The
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package gives convenience functions that provide the spin operators for individual nuclei, as
well as the network as a whole (defined as the product of such operators on each individual
spin), and identity functions (which are useful when creating operators for parent systems).
There is also a function which returns the Hamiltonian for the whole network, without any

external couplings, given the applied magnetic field.
4.5.2. Systems

Systems are defined by an arbitrary number of spin networks, coupled in an any-to-any
manner, in a global magnetic field. Sparser couplings are defined by setting the appropriate
coupling components to 0. Similar to the spin networks, systems define functions which
give the Hamiltonian for the entire system, as well as other useful information, such as an

interaction basis which can be used to simplify simulations.

One example would be an NV center system, with a single central electronic spin coupled to
the single Nitrogen nuclear spin, a bath of Carbon-13 nuclear spins, and a bath of electronic
P1 spins. Here, the package can handle both coupling between the networks as well as
coupling within the networks to simulate the dynamics of the system as a whole. However,
with the limitation of current simulation methods, we often look at just the relevant subsets

of such a system to study the dynamics we want to understand.
4.5.3. Depolarization and Decoherence

The class structure can also describe open systems using Linblad operators, such as those
associated with decoherence and depolarization. While this does limit the package to de-
scribing Markovian processes, future iteractions of the package could combine techniques to
map the environment around out system, such as those described in the previous chapter,
with techniques which simulate decoherence processes in an efficent manner - such as cluster
expansion methods - to simulate higher order dynamics and more accurately capture the

effects of the non-Markovian dynamics.
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4.5.4. Charge and Optical Transitions

The simulation package only explicitly captures the spin degrees of freedom in our system and
ignores the charge and optical degrees of freedom. This greatly speeds up the simulations,
and captures most of the dynamics we are interested in. Furthermore, most experiments use
readout calibrations which remove the lowest order contributions of these effects. However
to capture higher-order effects, these can also be approximated with spin-dependent Linblad

operators in the master equation simulations.
4.5.5. Experiments

Finally, the Experiment classes describe the experiments we are interested in. In an experi-
ment, the system under study begins in a (pure or mixed) initial state, which is typically a
product state in between the systems (although any arbitrary state can be used). The system
is then evolved through periods of free evolution, with gates in between (defined by exact
operators on the system state). This so-called "bang-bang" approximation, where gates are
assumed to be perfectly described by the desired unitary and happen much faster than the
free dynamics involved in the system, is a good approximation for the electronic pulses we
typically use - which are much faster (2 10 MHz) than the relevant couplings (< 3 MHz).
Non-idealities, such as pulse errors and small amounts of evolution during the pulse, can be

approximated by altering the gate operators.
4.5.6. Simulation Methods

Currently, the only supported simulation method in the package uses the master equation
evolution from QuTip. While this is the most computationally expensive method, it is also
the most accurate and is able to capture dynamics for the small systems we are currently

studying.
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4.6. Simulation Example

Here we show a simplified example of a script used to run the simulations. This will produce
a plot of the acquired XY8 data (which has been saved into an high density storage format)
and a comparable simulation using all the fitted parameters of our system, similar to Fig. 5.2.
Since most of the details are hidden within the class structure, this can quickly and easily

be adapted to new experiments.

from NVCenter import NVCenter

from gel_spin_sim.simulations import Experiment, ExactSimulation
import matplotlib.pyplot as plt

import numpy as np

import qutip

import hbpy

data_file = "S:\\Projects\\Nuclear Spin Control\\hf5_data\\xy8_N_32_sweep.h5"

visibility = 0.85
offset = 0.05

electron_init_state = 'O' #init state for electron spin
electron_T1 = O #Relazation time for central spin
nitrogen_init_state = 'mixed' #initial state of the nitrogen spin
carbon_init_state = 'mixed' #initial state of the carbon spin
magnetic_field = 263.2 #267 #Gauss
inc_nitrogen = True
inc_non_sec = False #Whether to include non-secular terms
#Parallel and perpendicular hyperfine coupling for each (C13
carbon_hyperfine_coupling = 2*np.pi*np.array([[-86.1e3,58.3e3],

[-118.8e3, 68.4e3],

[-46.4e3,67.7e3],

[10.1e3, 25.4e31])

carbon_interactions = None #interactions within the cl13 bath

pulse_n = 32
min_tau = Oe-6
max_tau = 5e-6
tau_step = 10e-9

tau_sweep = np.arange(min_tau, max_tau, step=tau_step) #s
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sim_time_step = 0 #leave 0 for mo steps

def dd_gate_sim(tau, system, init_gate, dd_gate, pulse_n, readout_gate, coherence_op):

#Building the gate sequence

gates = [(0, init_gate)] #initialization pulse

#DD Gates

gates.extend([(tau + 2*tau*i_pulse, dd_gate) for i_pulse in range(pulse_n)])
gates.append(((2*pulse_n)*tau, readout_gate)) #readout pulse

exp = Experiment(gates)

sim = ExactSimulation(system, exp)

results = sim.run(time_step=sim_time_step)

#getting coherence

final_state = results[-1][-1]

return qutip.expect(coherence_op,final_state)

#Needed for the multiprocessing

if

__name__ == '__main__

data = hbpy.File(data_file, 'r')

taus_ns = np.array([tau[0] for tau in data['tau']])

pO = np.array([signal[0] for signal in datal['signal']l])
err = np.array([signal[0] for signal in datal['error'l])

plt.errorbar(taus_ns / 1e3, pO, err, 1label = 'Data', linestyle = 'dashed', fmt='

NV = NVCenter(electron_init_state = electron_init_state,
electron_T1 = electron_T1,
nitrogen_init_state = nitrogen_init_state,
carbon_hyperfine_coupling = carbon_hyperfine_coupling,
carbon_interactions = carbon_interactions,
carbon_init_state = carbon_init_state,
magnetic_field = magnetic_field,
inc_nitrogen = inc_nitrogen,
inc_non_sec = inc_non_sec)

init_gate = NV.ml_X_gate(np.pi/2)

dd_gate = NV.ml1_X_gate(np.pi)

read_gate = NV.ml1_X_gate(-np.pi/2)

signal = np.array(qutip.parallel.parallel_map(dd_gate_sim, tau_sweep,

task_args=(NV, init_gate, dd_gate, pulse_n, read_gate, NV.meas_0), progress_bar=True))

D

plt.plot(tau_sweep*le6, visibility*np.transpose(signal) + offset, label='Simulation')

plt.xlim([min_tau*le6,max_tau*1e6])
plt.ylabel('P([0>)")
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plt.xlabel('Tau (us)')
plt.legend ()
plt.show()
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CHAPTER 5

NUCLEAR SPIN REGISTERS
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While we have so far focused on the electronic spins associated with defects in semiconduc-
tors, perhaps no less important are the nuclear spins coupled to them. Some materials, such
as diamond and Silicon-Carbide (SiC), can be isotopically purified by growing crystals using
spin-0 nuclear isotopes, but others, such as hBN, cannot due to the lack of stable spinless
isotopes. While originally viewed as a nuisance due to their effects limiting the coherence
time of electronic spins, these nuclear spins became of great interest due to their extraordi-
narily long lifetimes even at room temperature. This allows them to be used to improve the
readout of electronic spins|[141], increase sensitivity of sensing schemes|[142, 143, as well as to
act as long-lived registers of quantum information|[144, 145, 146|. In addition, characterizing
the properties of the nuclear spins themselves is of great interest. Mapping nuclear spin
networks reveals the atomic structure of the material studied, and the sensitivity of nuclear
spins to local properties of the host material such as electric field gradients can be used to

reveal information about bonding patterns and identify materials.

In this chapter we review some relevant techniques used to characterize and control nuclear

spins coupled to optically active electronic spins.

5.1. Detection and Coherent Control

While early experiments focused on defects in materials carefully grown without nuclear and
electronic spins to extend the lifetime of defect qubits[147|, it was discovered that strongly
coupled spins exhibited coherent interactions with the defect spin|[148, 149| and could there-
fore be used for quantum information applications. While it is possible to control nuclear
spins directly with lower frequency RF tones and strongly coupled spins can be characterized
and entangled with the defect spin using ESR-type pulses, one particularly elegant solution
for characterizing, entangling, and controlling a large number of nuclear spins is provided by

dynamical decoupling sequences.
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Dynamical decoupling, as the name implies, was designed to leverage the fast control of
electronic spins to decouple them from the slower precession of nearby nuclear spins. Since
the nuclear spin states have a finite correlation time due to interactions with the larger
nuclear spin bath, this precession induces a quasi-randomly varying magnetic field that leads
to decoherence in the electronic spin on long time scales. [150, 151, 152| By applying regularly
spaced pulses to the electron spin, these slow variations cancel out, with the coherence time
of the electron growing as the spacing between the pulses is decreased (or, equivalently, the
number of pulses in a fixed amount of time is increased).|153] However, by bringing the DD
pulse spacing into resonance with the precession of one or more nuclear spins, the hyperfine
interaction between the electronic and nuclear spins can be resonantly enhanced. The unique
hyperfine coupling of each nucleus with the central electronic spin, which shifts the nuclear
precession frequencies when the electron is in the m, = 41 states, allows individual nuclei
to be entangled and controlled. This is particularly useful for nuclear spins with hyperfine
coupling weaker than the inverse of the Ramsey decoherence time, |A| < T%*? for which other
techniques fail. The technique was first demonstrated by Taminiau et al.[154] with Carbon-13

nuclei coupled to NV centers in diamond. Here we review this important example.
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Figure 5.1: (a) The nuclear spin environment of a typical NV center in diamond. The
central electronic spin (gray) interacts strongly with the Nitrogen nuclear spin (purple).
Less strongly coupled are the Carbon-13 nuclei surrounding the NV center. (b) Example
of a dynamical decoupling sequence used to detect nuclear spins using the electronic spin.
Initial and final § pulses are used to map the polarization of the NV center onto and back
from the angle along the equator. N regularly spaced 7 pulses are applied, with spacing
27 and symmetrized using an XY8 pattern. (c) Results of sweeping the 7 parameter of the
above sequence applied to an NV center in bulk type Ila diamond. N is fixed to 32 pulses.
Blue markers with dashed line represent experimental data (errorbars are comparable to
the size of the marker) and solid orange lines represent the result of simulations using the
best fit parameters from the procedure described in Section 5.3. Several isolated dips show
entanglement with different Carbon-13 nuclei. (d) Results of sweeping the N parameter for
fixed 7 = 3.82 us. The oscillation shows the electron coherently entangling and disentangling
with a single Carbon-13 nucleus.

As shown in Fig. 5.1(a), a typical NV center in type Ila diamond has a simple nuclear
spin environment. The central electronic spin (gray) interacts strongly with any spins close
to the NV center, such as the Nitrogen nucleus (purple, 99.7% 'N) and Carbon-13 nuclei
(green, =~ 1% of the lattice in natural isotopic abundance), through a combination of contact
interactions and dipolar coupling. For spin-1/2 isotopes, such as ¥*C, the Hamiltonian of a

nuclear spin coupled to an electronic spin in an field along the electronic spin axis can be
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written as

HN:AHSsz—i‘AJ_Szlx—i—’YNBsz (51)

where A and A, are the parallel and perpendicular components of the hyperfine coupling,
I = (Ix,Iy,1Iz) is the nuclear spin operator, vy is the nuclear gyromagnetic ratio, and
Bz is the (on-axis) magnetic field. Here we assume that the off-axis components of the
magnetic field are negligible. Note that, without loss of generality, the axes are chosen such
that the perpendicular component of the hyperfine coupling lies along the X axis of the
nuclear spin. Hyperfine coupling terms involving Sy and Sy can be ignored due to the large
mismatch in energy scales between the electronic spin splitting and nuclear spin splittings.
A\ shifts the nuclear precession frequency, while A, creates off-axis rotations of the nuclear
spin. Normally, the off-axis rotations would cancel out due to the precession of the nuclear
spin, but if the electron spin is flipped resonantly with this precession they will instead add

constructively.

Fig. 5.1(b) shows the DD sequence used to create and measure this effect. First the electron

s
2

is initialized and placed into an equatorial superposition state using a Z pulse. Electron
7 pulses are applied, spaced by 27 and symmetrized in an XY8 pattern (X-Y-X-Y-Y-X-Y-
X), to create the resonant effect. Finally, the electron angle along the equator is mapped
back onto an on-axis polarization using a final § pulse of opposite phase. The XY8 pattern
reduced the effect of axis-dependent pulse errors. [155] To identify nuclear spin resonances,
the 7 parameter is swept across a wide range. Assuming the hyperfine coupling is much less

than the Larmor frequency, Ay, A, << wp = yyByz, dips will appear when the spacing is

resonant with a nuclear spin such that

2k —1
(k=D

- 7 5.2
QVNBZ + A” ( )
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for some natural number k. An example of a small section of such a spectroscopy dataset
is shown in Fig. 5.1(c), where 7 is swept at a fixed N = 32. Here, a single well-isolated dip
is visible, corresponding to £ = 3 and A ~ 27 X —86.1kHz. Fig. 5.1(d) shows the effects
of sweeping N at fixed 7 = 3.82 us. The oscillation shows the NV electron entangling and
disentangling with the Carbon-13 nuclear spin, with a result of P(|0)) = 0.5 showing the

point of maximum entanglement.

The following section shows an example of how we used these resonances to identify and fit
the hyperfine parameters of the four strongest Carbon-13 nuclei coupled to an isolated NV,
a process vastly simplified by the flexible experiment and simulation framework described in

Chapter 4.
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5.2. Identifying nuclear spins
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Figure 5.2: Here we present a wide sweep of 7 for an XY8 DD experiment with a fixed
N = 32 pulses (pulse sequence shown in inset). Periodic resonances appear at odd numbers
(1,3,5,...) of multiple fundamental resonance frequencies, as predicted in Eq. (5.2), indicating
entanglement of the electron spin with the nuclear spin environment. Large, broad resonances
that saturate to P(|0)) ~ 0.5 (marked by black arrows) indicate resonance with the Carbon-
13 spin bath, where the NV entangles with a large number of nuclei all precessing at the
Larmor frequency. Sharp resonance with short separation, marked with asterisks, are caused
by resonance with the Nitrogen-14 nuclear spin, and associated with the effect described
in Chapter 6. Additional isolated resonances, marked by colored arrows, are caused by
Carbon-13 nuclei with moderate hyperfine coupling to the NV center electronic spin. Since
their resonance frequencies are shifted by their unique hyperfine coupling, they separate from
the larger nuclear spin bath resonance and other isolated resonances for large values of the
resonance order k. Blue line indicates simulation using the best-fit parameters from our
simulations (including the Nitrogen quadrupolar terms discussed in Chapter 6) and orange
markers with dashed line indicates the experimental results. They are in good agreement
except near the Larmor frequency, as the dynamics of the nuclear spin bath are not captured
in our exact simulation.

We begin by noting that, from our Ramsey and ESR data, the NV we are here studying
does not seem to have any strong nuclear spin couplings (Z :2r_;=[ ~ 21 X 200kHz), other than
the known 27 X 2.16 MHz coupling to the Nitrogen-14 nuclear spin within the NV center
itself. Based on this, we set the longitudinal magnetic field to be Z 200 Guass, such that

the Larmor frequency of any Carbon-13 nuclei, w;, = y13¢ By, is greater than their hyperfine
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coupling to the NV center electronic spin. The field is calibrated in both strength and angle
by taking ESR data of both the m, = 0 to m, = +1 transition, and using the formula given
in [156]. The field is generally aligned by hand to be within ~ 2 —3° of the NV axis, yielding
good agreement with our models (which assume the magnetic field to lie perfectly along the

axis).

After aligning the field and calibrating the microwave pulses for the mg = 0 to my = —1
electron spin transition, we apply an XY8 dynamical decoupling sequence with a fixed N =
32 pulses, while sweeping the pulse separation parameter 7. Doing this, we find multiple
resonance series showing the electron spin coupling to different parts of the nuclear spin
environment. Broad resonances (marked by large black arrows) that saturate to P(|0)) = 0.5
(indicating complete entanglement of the electron spin) are found with spacing corresponding
to the inverse of the Carbon-13 Larmor frequency, indicating that the NV is entangling with
the Carbon-13 spin bath. Sharper resonances (indicated by asterisks) with closer spacing
are associated with the Nitrogen-14 nuclear spin, and arise due to the terms in the nuclear
quadrupolar Hamiltonian discussed in Chapter 6. Isolated dips of moderate size, indicated
by colored arrows, are associated with individual Carbon-13 nuclei which are coupled to the
NV center. These begin close to the Larmor frequency resonance at low resonance number,
but due to the unique hyperfine coupling of each nuclei they had a different fundamental
resonance frequency and separate from the bath resonance at larger resonance numbers, as
indicated by the formula in Eq. (5.2). We find four such series in this data, and we zoom in

on well isolated resonances to gain more information about each nuclear spin.
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5.3. Fitting individual nuclear parameters
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Figure 5.3: Dynamical decoupling data taken while sweeping both N and 7 around isolated
Carbon-13 resonances. Data is waterfalled, decreasing by 0.1 every 8 pulses, to aid the reader
in seeing the effects of increasing N. While all resonances show oscillations, the resonance
location in 7 is not perfectly constant as N is increased, indicating that the simulation is
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more accurate in regimes where the approximation assumptions fail.

Since the resonance separate at higher resonance numbers, we can take use data taken from
individual resonances to fit the parameter of each nucleus one at a time. In Fig. 5.3 we show
the result of sweeping both N and 7 of the XY8 sequence around isolated resonances for each
of the Carbon-13 nuclear resonance series identified in Fig. 5.2. Carbon C1 has the cleanest
oscillation, that lines up the closes with the analytical expressions. While carbons C2 and C3

still show clear oscillations, they show a small dependence of the resonance location in 7 as
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N is changed. They also show an asymmetry around the resonance maximum, both of which
are in disagreement with the analytical approximations shown in Eq. (5.2) and [154]. This
occurs since they have relatively large perpendicular hyperfine couplings A, compared to
their fundamental resonance frequencies, violating the approximation assumptions. Finally,
the carbon C4 resonance is close to the bath Larmor frequency. While we went to a higher
resonance (k = 4), the data still shows decreased visibility due to this overlap. While this
means that an even higher order resonance would be required to entangle this carbon with

the NV with high fidelity, it can still be used to fit the nuclear hyperfine parameters.

All of these datasets are fit using the simulation package described in Chapter 4 and the
scipy curve fit method. Free parameters allowed to vary were the two hyperfine parameters,
Ay and A}, as well as overall visibility and offset parameters which allowed the fits to take
into acconut the overlap with other extended features and any reduced readout visiblity due
to pulse imperfections. The results of the best-fit simulations are shown as dashed lines in
Fig. 5.3, as well as in the larger spectra in Fig. 5.2, and agree well with the data except
near the Carbon-13 nuclear spin bath resonance (which is expected becuase the bath is not
included in our exact simulations). A table of best-fit parameters is given in Table 5.1. Note
that while our values for A, will always be positive since we have chosen our X axis to
align with the hyperfine coupling, the sign of Aj is non-trivial, as it shifts the resonance

frequencies up or down depending on its sign.

Carbon | A|(2r X kHz) | A (27 X kHz)
C1 ~86.1(1) 58.3(3)
2 —1188(1) 68.5(7)
C3 ~16.4(1) 67.7(3)
C3 10.1(1) 25.4(7)

Table 5.1: Fit values for Carbon 13 hyperfine parameters

While we have here shown a simple example used to sense and characterize the nuclear spins,
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these sequences can also be used to initialize, readout, and control the nuclear spins [157].

This allows mapping of the nuclear spin networks which we will now describe.

5.4. Mapping Nuclear Spin Networks

One consequence of being able to initialize and control the nuclear spins surrounding an
electronic spin is that they themselves can be used as sensors of their own environment.
While the nuclear-nuclear couplings are smaller than the nuclear-electronic couplings, the
nuclear lifetimes are much longer than the electron spin lifetime - which means they can
be used to detect couplings more accurately. One application of this is the mapping of
nuclear spin networks by measuring the nuclear-nuclear couplings within the network using
double resonance techniques such as Spin-Echo Double Resonance (SEDOR). While the
nuclear-electron interactions are the result of a mix of contact and dipolar interactions,
due to the extended wavefunction of the electronic orbitals, the nuclear-nuclear interactions
are dominated by dipolar couplings. This makes it relatively simple to infer the physical
separation of nuclear spins once their coupling has been measured. While multiple locations
are possible for a given coupling, by measuring couplings between many pairs of spins within
the network the problem quickly becomes over-constrained and the physical layout of the

network can be obtained with good confidence.

The first example of this was by Abobeih et al.[158]. T was fortunate to be able to work on
expanding the technique while on an NSF/IIE Graduate International Research Experience
(GIRE) fellowship with the group of Tim Taminiau at TU Delft, and a publication based on
the work is forthcoming. My specific contributions used multi-axis readout of the nuclear
spins, which allowed signed couplings to be obtained, and computational improvements which
greatly improved the memory requirements and runtime of the algorithm used to obtain the
nuclear spin locations from the coupling map. Using this, I was able to identify several new

nuclei within the network.
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CHAPTER 6

QUADRUPOLAR RESONANCE SPECTROSCOPY OF SINGLE
NUCLEAR SPINS
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The following chapter is a draft of a manuscript being prepared for submission by S. Alex

Breitweiser, Tzu-Yung Huang, Mathieu Ouellet, and Lee C. Bassett.

6.1. Abstract

Nuclear Quadrupolar Resonance (NQR) spectroscopy can be used to probe chemical bond-
ing patterns in materials and molecules through the unique coupling between nuclear spins
and local fields. However, traditional NQR techniques require large ensembles of nuclei as
the signal from each individual nucleus is too small to be detected - making it difficult to
perform spectroscopy on an individual molecule or atomic site. Optically active electronic
spin defects, such as the Nitrogen-Vacancy (NV) center in diamond, have been used to am-
plify the signal from coupled nuclei, enabling NQR spectroscopy of nuclear ensembles within
an individual molecule. Here we use NV centers to precisely map the quadrupolar Hamilto-
nian for multiple individual Nitrogen-14 nuclei. Due to the sensitivity of this technique, we
are able to measure differences between the quadrupolar parameters of different nuclei at a
level beyond any previously reported method. In addition, this method reveals a previously
unreported term that directly couples the |m; = —1) and |m; = +1) nuclear spin levels.
We further demonstrate an association between the nuclear quadrupolar Hamiltonian and
the electronic zero-field splitting parameters, which are related to strain and electric fields
present at the defect site. This demonstrates the potential for high-sensitivity tomography
of individual nuclear spin Hamiltonians using solid-state defects, highlighting the potential

of single-spin NQR for molecular analysis.

6.2. Background

Nuclear Quadrupolar Resonance (NQR) has been used to great effect in the detection of
explosive compounds [159] as well as in pharmaceutical analysis [160]. Due to the unique
fields experienced by nuclei at each site, set primarily by the valence electrons and, therefore,

the corresponding chemical bonds, NQR signals can reveal a wealth of information which
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can be used to identify and characterize molecules and bulk materials. However, due to
the small amount of signal obtained from each nucleus, traditional radio-frequency NQR
is typically used only on bulk materials or collections of molecules with a large number of
identical nuclei. This precludes the study of individual molecules and nuclear sites, obscuring

any information about differences present due to local variations.

In recent years, experiments on optically active defects in semiconductors have allowed for
investigations into smaller numbers of nuclei. These defects can host electronic spin states
which can be initialized and measured with laser light and manipulated with microwave
signals at room temperature. Dynamical Decoupling (DD) sequences have been shown to
resonantly amplify the coupling of these electronic spins with surrounding nuclei [154], allow-
ing high precision characterization and control of individual nuclei[157]. DD experiments on
Nitrogen-Vacancy (NV) centers in diamond have already been shown to detect NQR signals
from nuclear spin baths, distinguishing between monolayer and multi-layer regions within
flakes of hexagonal Boron Nitride (hBN) [161, 162]. They have also been demonstrated to

capture NMR signals from small nuclear ensembles within individual molecules. [163]

Here we demonstrate DD-based NQR spectroscopy of multiple individual Nitrogen-14 nu-
clei coupled to NV centers, accurately measuring the nuclear quadrupolar and hyperfine
parameters and showing that they vary in a statistically significant way. We find at least
one Nitrogen-14 that shows dynamics consistent with a previously unreported term in the
nuclear quadrupolar Hamiltonian, and finally show that the nuclear hamiltonian parameters
correlate with the electronic Zero-Field Splitting (ZFS) parameters - which are themselves a
measure of the local fields present at the defect site. Finally, we run simulations to show the

sensitivity of this technique in different regimes, including under the effects of decoherence.
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6.3. The Nitrogen-14 Nuclear Hamiltonian

A prototypical example of an optically active spin defect, the Nitrogen-Vacancy (NV) center
in diamond (Fig. 6.1a), consists of a substitutional Nitrogen coupled to a vacancy in the
diamond lattice. In its negatively charged state, the NV center hosts an electronic spin-1
state which undergoes a spin dependent optical transition, allowing the spin state to both
be initialized and read out with laser light. The electronic spin interacts with the intrinsic
Nitrogen nuclear spin within the NV center (=~ 99.7 % Nitrogen-14 in natural abundance),
as well as Carbon-13 nuclei in the surrounding diamond lattice (=~ 1.1 % natural abundance)

and any other nearby nuclear spins.

The Hamiltonian of the Nitrogen-14 nuclei within the NV center is governed by the hyperfine
coupling to the electronic spin, as well as the Zeeman splitting and the quadrupolar splitting,

both of which are caused by coupling to external fields.

H14N:th+HZ+Hquad (61)

The hyperfine interaction for the Nitrogen-14 nuclei is constrained by symmetry to a small

number of terms

Hye = AzS717 + AL (SxIx + Syly) (6.2)

where Ay and A, are the parallel and perpendicular hyperfine coupling strengths, S =
(Sx, Sy, Sz) is the electronic spin operator, and I = (Ix, Iy, I7) is the nuclear spin operator.
The Zeeman interaction is determined by the external magnetic field, B = (By, By, Bz),

and the Nitrogen-14 gyromagnetic ratio, vyiay.

HZ = ’}/14NB - T (63)
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Nuclear Magnetic Resonance (NMR) literature shows that quadrupolar terms can arise from

an off-axis electric field gradient. [165] The notation used in the NMR literature is such that

Hq A eQ‘/jZZ

wad 2 m[zﬂ; —I(I+1)+ g(fi + 1)) (6.4)

where e is the electron charge unit, ) is the quadrupolar moment unique to each nuclear
isotope, V.. is the electric field gradient along the principal nuclear axis, which here should
be close to the NV axis, and n £ M is a dimensionless parameter giving the relative

strength of the off-axis electric field gradient. Note that the principal axes are chosen so that

Vel > |Viz| > |Vyy| and the electric field gradient is diagonal in this basis.

However, due to the symmetry of the NV center, eta is expected to be 0, and the quadrupolar

Hamiltonian is typically written in NV literature as
Hauoa = P(I7) (6.5)

Where constant terms have been omitted, leaving a single quadrupolar splitting parameter

P.

Spin-echo techniques have previously measured P[166], but DD techniques offer the ability
to increase the spectral resolution of these measurements - measuring known terms to higher

precision and also revealing previously unreported terms of smaller magnitude.

6.4. Measuring the Hamiltonian parameters of single nuclei

In the presence of a purely longitudinal magnetic field (B = BzZ), the perpendicular com-
ponent of the hyperfine coupling (A, ) can be ignored due to the large mismatch in energy
splitting between the electronic and nuclear spin states. However, in the presence of a weak

transverse magnetic field (B = BzZ + BxZ, Bx < By) an effective perpendicular coupling
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term appears due to spin mixing, leading to approximate hyperfine coupling of

YanyBx AL

Hys~Az1,5, +
hf 71257 B,

FSyIx (6.6)

where 7, is the gyromagnetic ratio, and F is a constant that is particular to the Nitrogen-14

nuclear isotope. [167]

The new SzIx term in the effective hyperfine hamiltonian leads to off-axis rotations of the
Nitrogen-14 nuclear spin which change directions depending on the state of the electron spin.
Dynamical decoupling experiments (Fig. 6.1b) amplify this interaction when the spacing
between pulses is resonant with the shifted frequency of the nuclear Larmor precession,
causing two additional resonance series to emerge - one corresponding to each of the |m;) =0
to |m; = £1) transitions. Fig. 6.1c¢,d show data (markers) obtained while sweeping the pulse
spacing near these resonances for two NVs in bulk diamond for a fixed N = 32 pulse number.
Interpolated pulse spacings are used to further increase the resolution beyond the hardware

limitations. [164]

The shift of the resonance between the two NVs is consistent with a significant difference in
both the hyperfine coupling A, and the quadrupolar splitting P. By taking multiple spectra
with varying pulse numbers around these resonances, the values for Ay and P can be fit to
high accuracy using a simulation of the NV system. The results of best fit simulation are
shown in Fig. 6.1c,d with dashed lines. Table 6.1 shows the results of such fits from these and
several other NV centers in bulk diamond (Full data and additional information available in
the online supplementary info). Interestingly, the values obtained for both P and Ay vary
an amount several orders of magnitude larger than the uncertainty in the fits. One NV in
particular, NV A (Fig. 6.1c,d, blue), shows a value for P and A which differs by several kHz

from any of the other NVs measured.
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6.5. New term in the Quadrupolar Hamiltonian

In the presence of a purely longitudinal magnetic field (B = ByZ2), the Larmor frequency of
the Nitrogen-14 nuclear spin does not depend on the state of the electron spin. This means
that no Nitrogen-related resonances are expected in the dynamical decoupling spectrum.
However, dynamical decoupling spectroscopy (Fig. 6.2a, blue markers) of NV A under a
purely longitudinal field show sharp, periodic resonances that indicate coupling to a spin
precessing at a rate of approximately 4 MHz. Electron spin resonance (ESR) data on the
same NV (Supplementary Info) show no couplings of this strength other than the hyperfine

coupling to the spin-1 Nitrogen-14 nuclear spin.

Simulations (Fig. 6.2a, solid orange line) show this resonance series is consistent with a
previously unreported term in the nitrogen quadrupolar hamiltonian, corresponding to an

expanded quadrupolar splitting

Hyuoa = P(I3) + a(I3 + I2)) (6.7)

where P is the previously reported quadrupolar splitting and « is a term which directly
couples the |m; = —1) and |m; = +1) states of the Nitrogen-14 nucleus, possibly arising

from a non-zero electric field gradient 7 in (6.4).

Further consistent with this model is the contrast of the oscillation when sweeping the number
of pulses at a fixed resonant pulse spacing (Fig. 6.2b), which is reduced by approximately %

due to the occupation probability of the |m; = 0) state.

Normally, « is expected to be zero due to the symmetry of the NV center, but in the NV A
system « is fitted to be 2.429(12) kHz (Fig. 6.2¢,d).

This model is consistent with data taken at multiple magnetic fields and when using both
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the |mg = 0) / |mg = —1) and |mg = 0) / |mg = +1) electron spin manifolds (Supplementary
Info), confirming that this is consistent with the known values of the nuclear gyromagnetic

ratio of Nitrogen-14 and the electro-nuclear hyperfine coupling.

6.6. Partial Initialization and Free evolution of the nuclear spin

A combination of conditional and non-conditional gates on the nuclear spin, based on the
DD sequences described above, can be used to initialize the nuclear spin state using the

electronic spin.[157|

To further demonstrate the correspondence to a direct |m; = £1) transition, a nuclear ini-
tialization sequence tuned to the new resonance series is applied to the NV, followed by a
short (& 100 ns) green laser pulse to reinitialize the electronic spin while leaving the nuclear

spin state intact. (Fig. 6.3(a)).

Ramsey data taken with and without this initialization sequence (Power spectra shown
inFig. 6.3b, blue and orange respectively - raw data available in the supplement) shows three
oscillation frequencies corresponding to the three spin states of the Nitrogen-14 nuclear spin,
separated by the hyperfine coupling of Az ~ 2.17 MHz in the optical ground state, with the
relative amplitude of each oscillation showing the occupation probablity of the corresponding

nuclear spin state.

Due to the large, off-axis hyperfine interaction in the optical excited state, the Nitrogen
nuclear spin acquires a non-trivial polarization during repeated green illumination used to
initialize and readout the electronic spin, leading to fitted steady-state occupation proba-
bilities of 0.405(7) in the |m; = +1) state and 0.251(7) in the |m; = —1) state, with the

remaining population in the |m; = 0) state.

Fitting the Ramsey oscillations after initialization, however, shows that a significant amount
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of the |m; = —1) population has been transferred into the |m; = +1) state, leading to oc-

cupation probabilities of 0.150(10) and 0.505(10), respectively.

By sweeping the amount of green illumination time used to reset the electron spin, we
see that the nonequilibrium nuclear population lasts for several microseconds under green
illumination (Fig. 6.2(d)) before returning to the steady state values, consistent with other

studies on the nitrogen nuclear spin population [168].

This also confirms that the 20 us green laser pulse used to reset the NV system is sufficient

to return the Nitrogen spin to its steady state value.

6.7. Sensitivity Analysis

The effect was not observed for any other NVs in the sample. To explain this, we examine
the limits of this technique. The sensitivity of this technique is limited by both intrinsic
decoherence mechanisms (captured by T3) as well as pulse errors. The value of 75 for NV A
has been measured with a spin echo sequence to be ~ 800 us, and other NVs in the sample
are expected to be similar. Since the total experimental sequence times are much shorter
than this, the decay seen in the data is most likely due to pulse imperfections. We fit our

experimental data using the decay envelope

Sy(tr) = e PN S5im(r) (6.8)

Where Sy (7) is the expected signal for a DD experiment with N pulses with spacing 7,
S5im (1) is the result of simulating the experiment with no decoherence or pulse imperfections,
and [ is a dimensionless parameter which characterizes the decay with the number of pulses.
The effective [ obtained from each DD fit is given in Table 6.1. NV A had the smallest 5 of

1.6(2) x1073, with several other NVs having 5 > 1x1072.
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Fig. 6.4(a) shows the maximum signal obtained in simulation as « is swept for various values
of 8. For 8 = 1x1072 the signal (green) only exceeds the noise floor (red dashed line,
~ 0.03) for values of a greater than ~ 200 Hz. Fig. 6.4(b) further confirms this by showing
the average fit uncertainties from ten simulations at each value of « for various values of
[, after including representative noise. « is considered undetectable when it is less than
twice the uncertainty, meaning it is indistinguishable from 0 after being measured. Below
this point, denoted by a dashed red line, the fit uncertainties also become large, further
indicating the measured values are not reliable. The smallest measurable value of « is found

when the uncertainty drops below « itself, which occurs around 100 Hz for 8 = 1x1072

(green).

6.8. Comparisons of NQR and ZFS parameters

Using the above fitted value of a for NV A gives a normalized electric field gradient value
of n = & = 2.89 x 1073, using the notation from (6.4) above. Such an off-axis electric field
gradient could arise due to a distortion of the NV’s electron wave function due to strain or
external electric field. Zero Field Splitting (ZFS) parameters extracted from ESR data on
NV A differ significantly from the values obtained for other NVs in the sample (Table 6.1,
raw data available in the supplementary info), consistent with a significant strain or electric

field distortion.

Fig. 6.4(c) and (d) show the fitted values for the Nitrogen-14 quadrupolar splitting P and
hyperfine coupling A plotted against the electronic D and E quadrupolar parameters ob-
tained from zero field ESR data for each NV center studied here. There appears to be a
non-trivial correlation between these values, further indicating that the nuclear quadrupolar

Hamiltonian is likely influenced by local strain and electric fields.
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6.9. Conclusion and outlook

Since the hyperfine and quadrupolar parameters are much stronger than the Zeeman splitting
under these conditions, the resonances are stable under a wide range of magnetic field values.
This means the magnetic field can be chosen to be convenient according to the system under
study and experimental limitations. In the case of NV systems such as the one under study,
the magnetic field can simply be made large enough to isolate the Carbon-13 resonances (c.f.
Supplementary Info). This also means that the accuracy of the fits are not limited by the
accuracy to which the magnetic field is known - AB &~ 0.1 G under these conditions, leading

to a shift of yayAB =~ 271x30.7 Hz.

Similar to other pulsed spectroscopy techniques, such as Nuclear Magnetic Resonance (NMR),
the sensitivity of this technique is limited by 7%, the decoherence time of the electron. For
nanodiamond and near-surface Nvs, which are of interest for sensing external nuclear spin
baths, the effective decoherence time under dynamical decoupling has been shown to scale

as

T9PP ~ NTS (6.9)

where Ty PP 55 the decoherence time under a dynamical decoupling sequence of N pulses, 7%
is the decoherence time under a single pulse spin echo sequence, and -y is a scaling exponent

0.2 < v <0.7. The signal decay then becomes

7( 2NT )p _( 2NT

Sn(r)=e BT sm(r) = e M 53im(7) (6.10)

where p is the decay exponent of the envelope, 1 < p < 3. For a typical v ~ 0.5 and p =~ 2,

this simplifies to a decay envelope of

27

Sn(1) = ef(Tif)QNSf\}‘m(T) (6.11)

86



yielding a decay parameter of § = (%)2, assuming no pulse errors. For the resonances
2
studied above at 7 ~ 1.372pus, a T§ of 10 us would yield S ~ 0.075, enough to measure

a 2 1kHz, assuming a sufficient hyperfine coupling.

However, some NMR studies [169] have demonstrated resolutions beyond the T limit by
using extended sequences which also account for the phase information of the external field,

so it is possible smaller parameters could be measured using a similar extension.

Combined with techniques which have used optically active defects to map nuclear spin
networks [158], this gives a powerful method for characterizing the properties of molecules
and defect complexes. For example, since the signals can be located to a single spatial
location within a single molecule, this technique could be used to detect specific protein
folding irregularities that might not be present in all such molecules. For bulk materials,
this could be used to characterize location-specific properties of the surface termination of

materials, or fingerprint the possible states of a defect complex.

NMR techniques may be used in a similar manner, but are limited to studying spin—%Q nuclei
(such as Carbon-13 and Nitrogen-15) which are low abundance in nature and further requires
a strong, controllable magnetic field. Since NQR may be used on higher spin nuclei, such as
Nitrogen-14 which is more abundant nature, and has less strict requirements on the magnetic

field it is more suitable for the study of naturally occurring molecules and solid materials.

6.10. Methods

The experimental sample and optical setup are as described in [170]. NV A is at the focus of
a Solid Immersion Lens (SIL) surrounded by a circular antenna used for microwave control.
Other NVs studied were within range of the antenna but not within the focus of the SIL,
leading to reduced optical readout contrast. Magnetic fields were supplied by a permanent

magnet and were measured and aligned using the |mg = 0) to |mg = £1) ESR transitions
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of the electronic spin. Magnetic fields for each experiment are listed in the Supplementary

Info.

The experiment timing was controlled by a pair of Arbitrary Waveform Generators (AWGs).
One (AWGH20 Tektronix) was triggered to start the experiment and controlled the optical
excitations and collection paths, including the AOM used to turn on the green (532nm)
laser used for readout and initialization, and the data acquisition system (National In-
struments, PCle-6323). The AWGH20 was also used to trigger another AWG (AWGT7102
Tektronix) which was used to control the 1Q modulation of a benchtop signal generator
(SG384, Stanford Research Systems) which was fed into a high-isolation switch (ZASWA-
2-50DR, Mini-Circuits) also controlled by the AWGT7102. The output was fed through a
USB-controlled microwave attenuator (Rudat 6000-60, Mini-Circuits) and broadband am-
plifier (ZHL-16W-43-S-+, Mini-Circuits) before being delivered into the sample through a

custom SMA-connected PCB which is in turn wirebonded to the antenna traces.

NV | D (kHz) | E (kHz) | A (kHz) | P (kHz) | « (kHz) 3

A [2859.20(02) | 8.33(4) | 2168.1(1) | 49349 | 2.429(12) | 0.0016(2)
B | 2870.47(2) | 7.51(4) | 2164.7(1) | 4939.5(1) 0.0039(3)
C | 2870.39(2) | 7.63(4) | 2163.5(5) | 4939.4(2) 0.0095(4)
D | 2870.37(1) | 7.58(3) | 2165.0(3) | 4939.2(1) 0.0175(6)
E | 2872.20(03) | 7.58(4) | 2162.9(4) | 4936.9(2) 0.0205(4)
F | 2870.41(2) | 7.04(3) | 2162.9(4) | 4940.7(2) 0.0082(4)

Table 6.1: Electronic Zero Field Splitting (ZFS) and Nitrogen-14 Quadrupolar parameters
for each NV studied.

6.11. Supplementary Information

The supplementary information mentioned throughout this text can be found in Appendix B.
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Figure 6.1: (a) Model of a typical NV center in diamond, with an electronic spin (gray)
coupled to the intrinsic Nitrogen-14 nuclei (purple) and several Carbon-13 nuclei in the lat-
tice (green). (b) Pulse schematic of a basic Dynamical Decoupling spectroscopy sequence.
Initial and final § pulses are in opposite directions, while decoupling 7 pulses are XY8 sym-
metrized. Pulses are applied on the |mg = 0) /|mg = —1) resonance of the electronic spin.
Fine changes in the interpulse delay less than the hardware sampling rate are accomplished
using interpolated sequences as described in [164| (c¢,d) Resonances corresponding to the
|m; = +1) to |m; = 0) transitions of the Nitrogen nuclear spin appear in the presence of an
off-axis magnetic field. Spectra taken by sweeping 7 for a fixed N = 32 DD sequence on two
different NVs (NV A - blue, NV B - orange) are consistent with a significant difference in
the Nuclear Quadrupolar hamiltonian. Data is shown with markers and simulation of the
best fit results with dashed lines.
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Figure 6.2: (a) Dynamical decoupling spectroscopy data taken on NV A (blue markers with
dashed line) - taken by sweeping 7 at a fixed N = 32 number of pulses - agree with the
results from simulation (solid orange line). Extended oscillations come from coupling to four
individually identified Carbon-13 nuclei, while periodic sharp dips originate from a new term
in the Nitrogen-14 quadrupolar hamiltonian. (b) Data (blue markers) taken while sweeping
the number of pulses at fixed 7 = 1.372 us agrees with simulations (solid orange line). The
sub-unitary contrast of the oscillation is due to the approximately % occupation probability
of the Nitrogen-14 spin to be within the |m; = —1) / |m; = +1) manifold. (¢) Data taken
while sweeping both the inter-pulse delay (7) and the number of pulses (V) is used to fit
the strength of the new term in the quadrupolar hamiltonian. (d) The results of the best-fit
simulation. Error bars in (c) are comparable to those in (a) and (b).
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Figure 6.3: (a) Ramsey sequence used to measure initialization of the Nitrogen-14 nuclear
spin. The initialization sequence used is described in the Supplementary Info. (b) Ramsey
power spectra without (orange) and with (blue) a DD-based initialization sequence used to
initialize the |m; = +1) /|m; = —1) manifold of the nitrogen-14 nuclear spin. Here, a long
green laser pulse (20 us) is used to reset the system while a shorter (100 ns) laser pulse is
used to reinitalize only the electron spin. Error bars are comparable in size to the markers
used. (c) |my = +1) (blue markers) and |m; = —1) (orange markers) populations fitted from
Ramsey data while varying the amount of green time used to reinitialize the electron state.
Exponential fits (dotted lines) show the population difference is expected to last several
microseconds before returning to the steady state values (solid horizontal lines). (d) Pulse
sequence used to measure the free induction decay of the Nitrogen nuclear spin. The nuclear
tomography sequence used is described in the Supplementary Info. (e,f) Oscillations of the
X (blue markers) and Y (orange markers) projection of the nitrogen nuclear spin within the
|mr = +1) /|m; = —1) manifold during free evolution while the electron spin is in the (e)
|mg = 0) and (f) |mg = —1) state. Fits (dashed lines) match the expected values for the
frequency and direction of these oscillations.
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Figure 6.4: (a) Maximum signal obtained in simulation as « is swept for 3 = 1x107?
(blue), 3x10~2 (orange), and 0.1 (green). The point the signal surpasses the noise floor (red
dashed line), which is chosen to be representative of our dataset, approximates the smallest
n which can be measured. (b) Fit uncertainties obtained from simulated data as « is swept
for various [ parameters, using the noise floor indicated in a. A red star denotes the value
of a and uncertainty obtained for NV A. Red dashed line indicates the level at which the
uncertainty is equal to half of the a parameter, at which poing « is considered undetectable.
(c,d) Plots of the measured P and A Nitrogen-14 parameters obtained from DD data for
each NV, plotted against the D and E electron splitting parameters obtained from zero field
ESR data. Dashed lines indicate linear fits. Error bars are approximately the same size as
the markers.
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CHAPTER 7

CONCLUSION AND FUTURE DIRECTIONS
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The work presented in this thesis has shown significant advancements in the characterization
of solid-state defect systems. In Chapter 3 we demonstrated that the optical properties of
ensembles of defect-based emitters, even if they are heterogeneous, can be efficiently charac-
terized across a broad parameter space, and we showed how that can be used to gain insights
into the effects of growth and treatment of materials. We further demonstrated in Chapter 6
how the Hamiltonian of nuclear spins coupled to an optically-active electronic defect spin can
be measured with unprecedented precision, opening a new window to both understanding the
physics of these systems as well as the characterization of materials at the level of individual
nuclei. This was in no small part enabled by the methods and infrastructure developed in

Chapter 4.

However, the current process used to characterize defect systems is still very inefficient
in the amount of equipment, power, time, and grad student labor required. While this
thesis shows how new experiments can be generated quite easily, the current setup (which
is comparable to most other state-of-the-art research setups) requires expensive equipment
such as Arbitrary Waveform Generators (AWGs) that draw large amounts of power to run.
Furthermore, the vast majority of data taken in the current method does not give much useful
information, or is largely redundant. We recently addressed the first issue by demonstrating,
in collaboration with the Aflatouni group, an integrated chip capable of generating the types
of pulsed control sequences used in this thesis.[171] This low-power, reconfigurable, CMOS-
based design replaces several large pieces of microwave equipment described in Section 4.1,
and could open the door to real-time feedback methods which are currently prohibited by
the overhead time and complexity required to control the equipment. The second issue
could then be addressed by using methods which seek to estimate or "learn" the quantum
Hamiltonian using adaptive sequences, which use the results from a previous experiment

to determine which experiment to run next. A simple version of this would replace large,
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high resolution Dynamical Decoupling spectra, such as the one shown in Fig. 5.2, with a
coarser sweep. Then, finer data would only be taken around regions which show statistically
significant deviations from the current model. If no significant deviations are found, another
broad sweep at a different number of pulses or resonance order would be performed, and the
algorithm repeated until a stopping conditions is reached (either a finite number of pulses /

total sequence time or the eventual limit placed by T5 decay).

Finally, once the system has been characterized, more efficient control sequences must be
found. Since only the central electron spin can be efficiently polarized and controlled in the
current architecture, nuclear polarization and control relies on long Dynamical Decoupling
sequences. These must be performed at high resonance order to take advantage of the
spectral isolation arising from the unique hyperfine coupling of each nuclear spin, leading to
sequence times much longer than the fundamental limit placed by the intrinsic couplings.
Several analytically-derived sequences have been proposed to enable more efficient nuclear
polarization and nuclear-nuclear gates mediated by the electron spin. [172, 173] However,
these still depend on spectral isolation at higher resonance orders to avoid crosstalk between
nuclear spins with similar couplings. Instead, it is possible that even more efficient sequences
can be found, using the parameters of known spins in the system to create sequences that
directly account for other spin couplings - either using analytically methods or by closed-loop

optimization based on simulations or experiments.
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APPENDIX A

SUPPLEMENTARY INFORMATION: EFFICIENT OPTICAL
QUANTIFICATION OF HETEROGENEOUS EMITTER ENSEMBLES
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Figure A.1: a) Optical image and b) profilometer height measurement of the flake hosting
regions Bl and B2. Features in the height measurement are correlated with the optical
image using dashed lines. From this, the approximate location of the scan is indicated using
a dashed red line. Between the two dashed blue lines, the average height is 388.1 nm.

Figure A.1 shows a profilometer height measurement of the flake hosting regions Bl and
B2, along with an optical image of the flake. By correlating features in the height scan
with features in the optical image (dashed black lines), we approximate the location of the
profilometer scan (dashed red line). With the exception of optically visible ridges, the flake
is flat in the region hosting region B1. The height is approximately 388.1 nm, based on the

average height between the two dashed blue lines.
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A.2. Tracking Emitters

Figure A.2: Some emitters in Region B2 that seem to persist between treatments. (a-c)
PL Intensity maps for Region B2 before treatment, after electron irradiation, and after
annealing. (d-f) Polarization resolved PL, shown using a false color algorithm. Circles with
fixed relative positions show emitters which may have persisted between treatments. The
color of the circle represents the approximate polarization of the emitter. The white scale
bar in (a) represents 1 pm.

Figure A.2 shows emitters which seem to persist between treatments in region B2. Eight
emitters are identified before and after annealing, one of which is still visible after annealing.
A combination of the consistent spatial layouts and similar dipole orientations support these
identifications. The large-scale preservation of many emitters in similar locations supports
our conclusion that irradiation does not significantly alter existing emitters, instead primar-
ily creating new emitters. Three emitters identified after irradiation are also visible after
annealing, including two which seem to have been created during irradiation. While not all
emitters persist in the same location after annealing, two that did saw a significant increase

in brightness, supporting our interpretation that annealing primarily increases the brightness
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of emitters.

A.3. Emitter Model

We assume the emitters are point emitters, with Gaussian broadening from the laser beam

width. Therefore, the total photoluminescence at a point is described by
—(r=r)?
I(r) =) A 22 | (A1)

where ) . is a sum over all the emitters, A; describes an individual emitter’s photolumines-
cence upon direct irradiation, » — r; is the distance from the emitter to the sampled point,

and o is the gaussian width of the beam.

For the scans used in this study this is a good approximation for the isolated emitters. In
hBN scans, ¢ varies from 120 nm for a well-focused spot to 200 nm for the worst focused spots.
This variation is due to the change in focus over large area scans. We take o = 150 nm as a
zeroth order approximation to the data, which is representative of the average over multiple
isolated emitters in multiple scans. For the NV centers in planar diamond, ¢ varied from

195nm to 220 nm, and o = 210 nm was taken as the best approximation.
A.3.1. Single emitter

We start by analyzing the case of a single emitter randomly placed in the sample. For
simplicity, we assume the sample is a square, with the understanding that as the sample size
increases the large-scale geometry become insignificant due to the exponential decrease in

response to far away emitters.
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Probability of emitter position

To calculate the probability distribution of pixel intensities, we start with the probability

distribution for separation between two points in a square of side length a, given by [174]

d 7w d?
p(d) =2d (—45—1-—2—1—@) for 0<d<a, (A.2)

a

where we implicitly assume the probability density to be zero elsewhere. There is, of course,
a small probability for a < d < v/2a, but we ignore this as it creates only an exponentially

small correction to I.

We can then use the formula

(1) = pla(1)) =) (A3)
with the gaussian
I(d) = Az (A.4)

to get the photoluminescence probability density from a single emitter of known brightness

202 420\ [log(—4) 20%log(—L) —a2 ]
S — 207 <«
p(I]A) 72 |7 - + 2 for e2? < 1< 1. (A.5)

Because we have ignored the slight probability of @ < d < v/2a, this is not quite normalized,

having a total probability of % ~ 0.975. So we impose

p(I]A) = {1 _ / o, p(IlA)dl} 5(1) for %< en (A.6)

Ae 202

ignoring the fine structure of these very small intensities (which becomes exact in the large
2 limit). Note that this normalization factor will change once we quantize our model below,

but the same formula is used to ensure normalization.
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Averaging over brightness distribution

In the previous section, we fixed the brightness of a single emitter to A, but the inhomoge-
neous emitters observed in the samples studied require a more general brightness distribution.
We begin by assuming the brightness of emitters is uniformly distributed between 0 and some
maximum brightness, A,,... Then, we have the averaged single-emitter probability density

Jo ™ p(I]A)dA
Amax ’

p(]l[o, Amaw]) = (A?)

where p(I|A) is the intensity distribution given A, as specified above. This yields an analyt-

ical solution, according to Mathematica, of

2 2
20 Aoz

g
=71 oz % [T Amar = 1)+ 25 (1 = Amae) + Amaalog(

P[0, Amaa]) )

—a2

for e2?7 <

1 <1. (A.8)

We can then easily convert this to a uniform distribution between a minimum and maximum

intensity by

Amamp(ﬂ [07 Amax]) - Ammp(ﬂ [07 Amm])

p([’[AmznaAmax]) = A — A

(A.9)
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Approximating Normal Distribution with Uniform Distributions
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Figure A.3: A simple approximation of a Normal Distribution by flat uniform distributions.
The normalized approximation is used to optimize the numerical efficiency of the model.

With a fast numerical formula to generate flat distribution probability densities, we can
approximate normal distributions to arbitrarily accuracy as a weighted sum of uniform dis-
tributions between these points. This can be made precise by increasing the number of
uniform distributions, at the cost of additional computational overhead. Since the normal
distribution is concave, this is a strictly lower approximation, so to ensure densities are not
affected by this we also normalize the approximation. For brevity and clarity, we present this
graphically, in Fig. A.3, rather than algebraically. This gives us our final probability density

for a normally distributed family of emitters as a weighted sum of uniform distributions

p(I|N(A,0)) =~ Zwip(I][A—si,a%-si]). (A.10)
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A.3.2. Multiple emitters
PDF for n emitters

Denoting the probability density we calculated for a single emitter as p;(I), we can calculate

the brightness probability density for two emitters as the self-convolution

p2(I) = (m ®p1)(I), (A.11)

where we have assumed the emitters are drawn from the same brightness distribution, but

are otherwise independent in density and brightness. Similarly for n emitters,

Pul) = (Pna®p)(I) = (1 ® ... ®p1)(]). (A.12)

n-times

Note that, using recursive methods, this convolution can be done in O(log(n)) time, making
it computationally feasible for even a large number of defects. For consistency and obvious

physical reasons, we define the zero emitter distribution

po(I) = 8(1). (A.13)

Averaging over number of emitters

If the probability of having n emitters is labeled P,,, the total probability distribution is then

p(I|P) = Papa(l). (A.14)
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We assume a large area, a?, and therefore a number of emitters N = a?n, where 7 is the

density of emitters. To make this a continuous parameter, we set

Pny=(N]|=N), Pny=(N-|[N]), and P,=0 otherwise, (A.15)

where | N| and [N] are the floor and ceiling functions, respectively. Note that, since the

number of emitters in a scan is fixed, we do not use a Poisson distribution here.
Multiple families of emitters

To handle m families of emitters, each with their own photoluminescence probability distri-

bution p(I) with 4 = 1...m, we convolve the probability distributions together:

pemitters(l> = (p1 ®...® pm)(]) . <A16)

A.3.3. Background Intensity

A Poisson background distribution was used to fit the background, giving a single background

parameter, A\, and thus

p(I) = (pemitters ® pback’ground<>\)) (I) . (Al?)

Since the intensities in this study rise well above unity, we approximate a Poisson distribution

by a normal distribution with equal mean and variance.
A.3.4. Parameterizing the model

With the above discussion informing our choices, we therefore parameterize the model in
terms of m underlying densities and brightness distributions with a single background pa-

rameter
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p([’nﬂ% Am; Om, )‘> =

P ®x=

1

<Z P (1) o (I| A, am)> ® Poiss(I|)) (A.18)

A.3.5. Quantizing the Model

Throughout this analysis, we have taken both I and A to be continuous variables, allowed to
take on any positive real value. However, since the data is recorded in photon counts, only
integer values are possible for I. To account for both of these, we sampled the probability
distributions for this model in quantized steps, replacing, e.g., integrals with weighted sums.
Ideally sampling would occur at every whole number to capture the fundamental quanti-
zation of I; however, for scans with very bright emitters, it was necessary to increase this
quantization further to improve the computational time necessary to optimize the param-
eters, as described below. In every case, this quantization was well below the counts and
each of the model parameters, meaning it should not significantly affect the accuracy of the

model.

Since the underlying probability distributions are quantized, we also similarly quantize the
model parameters, which further reduces the parameter space and allows for better parameter

estimation.
A.3.6. Parameter Estimation

First, a region of interest is defined - which may be used to mask out regions of clearly
different properties (supported vs unsupported, avoiding extended defects, etc). From this a
distribution of pixel intensities is defined, grouped into an appropriate number of bins. We
then set a number of emitter families, n, and run an optimization algorithm to determine

the best model parameters to approximate the data distribution,

X = [n17A17017'-'7]n7An70n7)‘]‘ (Alg)
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Our optimization target function is the Neyman modified chi-squared parameter,

s (pa(x) —m)?
= R A.20
X maz(m;, W) ( )
where the sum is taken over the data bins, p;(x) is the predicted number of pixels in the bin
from the above model distribution given the parameter vector x, and m; is the measured
number of data pixels in that bin. W is a parameter which accounts for the fact that

our model is not exact, and prevents rare occurrences not described by the model from

overwhelming the fit. W is chosen to be 1, so ideally W ~ %2 ~ 1 [175].

We use the Matlab implementation of Differential Evolution [176] to optimize this function,

with the following constraints:

The density of each emitter family must be large enough to have at least one defect
in the sample area, but not so large that there is more than one defect per square

Gaussian blur.

e The brightness of each emitter family must be larger than zero, but less than the

maximum brightness of a single pixel in the sample minus the background parameter.

e The density of each each emitter family must be larger than the density of pixels of

the family’s average brightness expected due to the Poisson background

e The width of each emitter family must be larger than the Poisson width expected due
to the family’s brightness, but not larger than the family’s brightness itself (otherwise

it would predict negative brightness defects)

In addition, to decrease the parameter space volume (which increases the density of points

sampled by the differential evolution algorithm), we restricted the parameters to be within
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an order of magnitude either way of the initial guess parameters (for emitter parameters) or
within a factor of 2 for the background parameter (which is more tightly constrained). This
is large enough to capture the behaviors we are looking for while still allowing for repeatable
and accurate convergence of the optimization algorithm. Further rounds of convergence
with even smaller windows were used to find better parameters, with the best parameter set

(according to the Akaike Information Criteria, see below) always kept.
A.3.7. Parameter Uncertainties

To estimate the uncertainty, we assume that, near the minima, the chi-squared function
looks parabolic:

{200 % 2 x0) 50— x0) " Hxo)(x — ) (A21)

where x is the vector of parameters, xq is the argument of the minimum chi-squared, and
H (xo) is the Hessian at x¢. H(Xg) is calculated numerically using the DERIVEST suite. In
cases where H (Xg) is not positive definite, which is possible due to shallow or insufficiently
converged minima, negative eigenvalues are corrected by finding the distance along that

eigenvector necessary to produce a change in x? of 1. Using the formula for log likelihood

[175],

2
log(L) = —X? + const, (A.22)

where L is the likelihood of the estimated parameters, we estimate the standard errors to be
6~/ (H(x0)/2);" (A.23)

To get 95% confidence intervals, we multiply the standard errors by 1.96.
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A.3.8. Selecting number of Defect Families

To select the optimal number of families, we need a “goodness of fit" metric which allows us
to compare fits with different numbers of parameters. Here we use the Akaike Information

Criteria (AIC), defined by

AIC = x2(x0) 4 2 x length(x) 4 const (A.24)

where a lower AIC is considered to represent a better fit. Note that we again use the
expression for log likelihood in terms of the modified Neyman chi-squared parameter. We
start with zero emitter families, and produce optimal fits for increasing number of families
until the AIC begins to increase. We then take the best AIC and assume that represents the

“best" fit with the optimal number of emitter families.
A.3.9. Testing the Model

To test our model and fitting procedure, we apply it to simulated datasets with known
parameters. These simulations mirror the assumptions in our analysis - namely, emitters
with brightnesses drawn from multiple normal distributions are placed randomly onto a
Poissonian background with fixed densities. Throughout our experimental datasets, most
backgrounds seem to be around 100 counts with little variation between samples (prior to
annealing). We therefore fix our background to be A = 100 counts. This sets a noise floor
of VA = 10 counts, which in turn sets a scale for the brightness of emitters. The result of
simulating one emitter family, well above this scale, is shown in the main text in Fig. 2(d-
f). As shown there, the density and brightness of emitters found by the fitting procedure
agrees with the true underlying parameters used in the simulation (as determined by the
95% confidence interval of the fit). In addition, the best-fit background of 100.11(39) counts

agrees with the simulated background parameter of 100 counts.
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Figure A.4: a,d) Simulations similar to the one presented in FIG.2(d) in the main text, but
with two and three emitter families, respectively. (b-c, e-f) Corresponding pixel intensity
histograms and emitter family parameter plots. The emitter family parameters found by
fitting agree with the underlying simulation values, shown by blue circles. Scale bars in (a,d)
represents 2 pm. Error bars in (c,f) represent 95 % confidence intervals.

Figure A.4 presents similar simulations with two and three families. Figure A.4(a) shows
a simulation that adds an additional emitter family that is brighter but less dense than
the first one. Again, the fitted family parameters shown in Fig. A.4(c) are in agreement
with the underlying simulation values, and the true background of 100 counts is within the

uncertainty range of the fitted background, 99.75(28) counts.

Figure A.4(d) shows a simulation that further adds a dim, very dense emitter family that

is difficult to distinguish by eye. And again, the fitted family parameters shown in Fig. A.4(e)
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are in agreement with the underlying simulation values, and the true background of 100 counts
is within the uncertainty range of the fitted background, 100.6(18) counts. We note, however,
that the fits are less accurate and the confidence intervals have increased, as expected due
to the larger number of parameters. However, this shows that the model is able to capture

multiple families accurately.

A.4. Samples

Region | Flake Thickness | 1st Treatment 2nd Treatment

Al 215nm 2 x 10'° e /cm? 3keV irradiation 30 min 850 °C Ar Anneal

A2 240nm 2 x 10'° e /cm? 3keV irradiation 30 min 850°C Ar Anneal

Bl 390nm 2 x 10" e /em? 3keV irradiation 30 min 850°C Ar Anneal

B2 250-350nm 2 x 10'7 e /em? 3keV irradiation 30 min 850 °C Ar Anneal

C1 630nm (Ambient chamber conditions) 30 min 850°C Ar Anneal

C2 60nm (Ambient chamber conditions) 30 min 850°C Ar Anneal

C3 >300nm (Ambient chamber conditions) 30 min 850°C Ar Anneal

D1 * 30 min 850 °C Ar Anneal 4 x 10" e /em? 3keV irradiation
D2 * 30 min 850°C Ar Anneal 6 x 101 ¢ /em? 3keV irradiation
D3 * 30 min 850°C Ar Anneal 1 x 10'% e /em? 3keV irradiation
El 200-250nm 2 x 10'% e /cm? of 5keV irradiation | 30 min 850 °C Ar Anneal

Table A.1: A table of the regions studied and the treatments used.
* Thickness information is not available for these regions. ' This region underwent an
additional 30 min 850 °C Ar Anneal after being irradiated.

Table A.1 shows all regions for which data was taken, including the thickness of the flakes
near the suspended regions. Regions B1 and B2 are on the same flake. Regions D1-D3 were
exfoliated from a different bulk crystal and underwent an Oy plasma clean prior to initial

imaging.

A.5. Additional Emitter Distributions

Figure A.5 and shows emitter distributions similar to those shown in Fig. 4 in the main
text, but for regions which received only indirect irradiation followed by annealing. The
pre-treatment emitter distribution in Fig. A.5(a) is similar to that presented in Fig. 4(a)

of the main text, dominated by a peak around 40 counts, with additional smaller peaks at
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higher brightnesses. After receiving only indirect exposure, the distribution in Fig. A.5(b)

shows the same peaks but with decreased densities, which we attribute to photobleaching.

In addition, a small peak at high brightness appears, which is attributed to irradiation from

stray ions caught in the accelerating voltage. After annealing, a huge density of emitters is

found between 100 and 1000 counts, which we attribute to emitters present before annealing



but below the noise floor becoming much brighter. In addition, smaller peaks are found above

1000 counts, which we attribute to brightening of emitters already visible in the sample.

Fig. A.6 shows emitter distributions for regions which were annealed prior to being irradiated.
Fig. A.6(a) shows a pre-treatment emitter distribution which much denser broader than those
in Fig. A.5(a) or Fig. 4(a), which we attribute to the flakes being exfoliated from a different
bulk crystal. After annealing, the distributions in Fig. A.6(b) become much brighter and
denser. In addition, the background of two of the three regions increased significantly. We
attribute these effects to both already visible emitters becoming brighter, as well as emitters
from below the noise floor rising above it. After irradiation, the distributions in Fig. A.6(c)
are both slightly dimmer and slightly less dense than those in Fig. A.6(b). We attribute this
again to photobleaching, and note that, based on the changes in Fig. 4(b) of the main text,

the effects of the low dosage of irradiation used would not be visible on this scale.

A.6. Raw Data

In the online electronic supplement, available at ****** we present the raw data acquired
in the study as well as the parameter plots from the corresponding fits. For each stage of the
treatment, the PL map is shown with a 1 pm scale bar, and the suspended region is outlined
in red. For regions where supported photoluminescence near the edge of the suspended region
appear to bleed into the suspended region, a buffer uniformly shrinks the suspended region
(so as to not introduce any sampling bias). Pixel histograms and model fits accompany each

PL map.
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APPENDIX B

SUPPLEMENTARY INFORMATION: QUADRUPOLAR RESONANCE
SPECTROSCOPY OF SINGLE NUCLEAR SPINS
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B.1. ESR and Ramsey
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Figure B.1: (a) ESR and (b) Ramsey data (blue points) from NV A. Fits (solid orange lines)
are consistent with a model containing only the nitrogen-14 nuclear spin coupling, with no
other strongly coupled spins detected.

With natural isotopic abundance, we expect around 1.1% of the carbon nuclei in the diamond
lattice to be carbon-13. In bulk electronics grade samples, this means we expect a "typical"
NV center to have a few carbon-13 nuclei coupled in the 10to 100 kHz range, as well as the
NV’s intrinsic nitrogen-14 nucleus with ~ 2.17 MHz coupling. It is possible to have more
strongly coupled carbon-13 nuclei, but ESR and Ramsey data on this sample (Fig. B.1) are
consistent with a model including only the nitrogen-14 nuclear spin and no other strongly
coupled nuclei (|Az| £ % ~ 300 kHz, where |Az| is the strength of the on-axis component

of the elecro-nuclear hyperfine coupling).

B.2. Dynamical Decoupling

Dynamical decoupling spectroscopy is expected to reveal several more weakly coupled C-13
nuclei (with TLQ* 2 Azl £ %2 ~ 10kHz). Indeed, we observe resonances associated with at
least four C-13 nuclei within the data shown in Fig. B.2. However, the data also contain
an unexpected, higher-frequency resonance series in addition to the expected carbon-13
resonances. The resonance series corresponds to a frequency of several MHz, and it is stable

to reorientation of the external DC magnetic field (up to at least £3°).
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Figure B.2: Dynamical decoupling data (blue points w/ dashed line) shows resonances
associated with multiple individual carbon-nuclei (colored arrows), as well as a resonance
series associated with a higher energy spin (black arrows). Simulation (solid yellow line)
shows this is consistent with an additional term in the nitrogen-14 nuclear quadrupolar
Hamiltonian, as well the known carbon-13 nuclei. Data is taken with N = 32 pulses at a
magnetic field of 264 Gauss aligned within & 1° of the NV axis. (Inset) High resolution data
(markers) taken for various N around 7 = 1.372 us fitted using our in-house simulator (best-
fit simulation represented by dashed lines). Based on this we determine « is 2.43(2) kHz for
the Nitrogen-14 nuclear spin.

B.3. Fitting hyperfine and quadrupolar parameters

To fit the value of both the hyperfine and quadrupolar parameters of the Nitrogen nuclear
spins in the NVs studied, the number of Dynamical Decoupling pulses was swept while
looking at a narrow region around a high order resonances for each the |m; = 0) to |m; = +1)
transitions. The resonances were chosen to avoid features related to Carbon-13 nuclei coupled
to each NV. The data for both resonances was simultaneously fitted to a simulation based
on the hamiltonian given in the main text for each NV, with the hyperfine and quadrupolar
parameters allowed to vary. Additional variation parameters were added to account for the
loss of coherence due to pulse imperfections and dephasing of the NV electron spin during

the DD sequence. Data for each NV listed in the main text is shown in figure Fig. B.3

For NV A, data was taken around the new resonance described in the main text while
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sweeping the pulse number. Again, the data collected was fitted using a simulation which

includes the new quadrupolar parameter described in the main text.

B.4. Nuclear Spin Initialization and Tomography Sequences

Based on our fitted simulations, we find that N = 24 pulses at a spacing of 7 = 1.372 us gives
an approximate 7 rotation between the |m; = —1) and [m; = +1) states of the Nitrogen-14
nuclear spin conditional on the state of the electron spin within the |mg = 0) /|mg = —1)
manifold (see Figl(b) of main text). Furthermore, simulations show that a high-fidelity
unconditional Z rotation on the |m; = £1) manifold of the Nitrogen-14 spin can be imple-
mented using a single pulse on the |mg = 0) /|mg = —1) electron spin manifold, due to the

small magnitude of the off-axis term in the nuclear quadrupolar hamiltonian.

Using these two-qubit gates, we implement nuclear initialization and tomography sequences

adapted from [157], as depcited in Fig. B.4.

B.5. Initialized Ramsey

Raw Ramsey data for each electron re-initialization length is shown in Fig. B.5. Data for

the steady state Ramsey is repeated from Fig. B.1

B.6. Simulations

Simulations throughout the manuscript were performed using exact simulation of the de-
scribed Hamiltonians, along with the well-known Hamiltonian for the electronic spin of the
negatively charged NV center at room temperature. Only spin degrees of freedom are con-
sidered, while optical and charge dynamics are assumed to be normalized away by readout
calibrations which are interleaved with the experiments. Decoherence dynamics are modeled
as a uniform decay of this signal, using the form described in Equation (8) of the main

text. Hyperfine and quadrupolar parameters are extract from data by allowing these param-
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eters to vary in the simulations and fitting the simulation results to the data using general

optimization methods.

In Figure 4, simulation are performed without (a) and with (b) Gaussian noise which is
representative of the dominant shot-noise in our experiments. In Figure 4(a), the maximum
contrast is obtained by sweeping the number of pulses and measuring the largest contrast
obtained, where contrast is defined as the depth of the resonance peak divided by the total
readout contrast (normalized to be 1). In Figure 4(b), simulations were performed and
random noise was added in, using a noise amount characteristic of our experiments. For
each value of 3, the a parameter in simulation was reduced until the uncertainty in the fit

dropped below the actual signal.
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Figure B.3: Dynamical decoupling data for each NV studied, showing resonances associated

with |m; = 0) to |m; =
dynamical decoupling pulses is swept. Pulse spacings below the hardware limit (=

achieved using interpolated sequences [164]
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Figure B.4: Sequences used to initialize and read out the nuclear spin state using the electron

spin. Dashed gates in the tomography sequence are included or removed depending on the
desired nuclear measurement axis.
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